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Purpose of the Book

              The Psychology of Micro-Targeted Campaigns
              explores how campaigners can use data-driven, psychologically informed
              
                models
                
              
              to improve the success of their persuasive attempts. In essence, a model is a representation of how a system functions and is structured. Models can be descriptive and verbal or predictive and mathematical. In politics, campaigners can develop models of the voters to understand how they think and why they behave the way they do. Effectively, campaigners are trying to develop accurate and representative models of voters to predict how to change their
              
                beliefs
                
              
              and
              
                influence
                
              
              their
              
                behaviour
                
              
              as effectively as possible. For example,
              
                campaign
                
              
              managers may assume people seek out confirmatory evidence before seeking out disconfirmation or material that challenges their worldview. Such a psychological insight can be useful when designing persuasive efforts, as they can develop strategies that play on this human trait.
            

              A model is only as good as its assumptions and the
              
                data
                
              
              that informs it. If the model is accurate, it should predict outcomes more often than not; the better the model, the more of the variance it can predict. A model that predicts 81% of candidate choice is better than one that predicts 67%, even if both are above chance. Modellers have to balance simplicity with specificity. Simple models are manageable, but may be too coarse. Comparatively, highly sophisticated models may be more precise, but may be too unwieldy. The job of the campaign modeller is to find the model of the electorate that provides the best
              
                prediction
                
              
              , but is nonetheless manageable.
            

              Data and psychological insights may inform campaign management. However, while some persuasive efforts work well with some members of the public, they may be counterproductive with others. The reception of the persuasive attempt is coloured by the subjective pre-existing beliefs of the listener, by their perception of the credibility of the speaker, by their individual psychological traits, and other aspects. Fundamentally, the electorate is heterogeneous in their beliefs, desires, and preferences. Due to this, campaigners may go beyond a one-size-fits-all approach and design persuasive attempts that are intended for a specific subset of the population rather than the population as a whole. This is
              micro-targeting
              : the design of messages that are specifically developed to resonate with a desired target audience. By collecting relevant data about each voter, campaigners can build models that segment the electorate into increasingly specific and sophisticated categories.
            

              Of course, political micro-targeting can be harmful when it is used to manipulate the electorate, when providing unfair political advantages, or when used to deliberatively disseminate misinformation. However, while it can be used malevolently, the techniques can also be used positively for social good. An in-depth understanding of causes for discrimination generates better interventions to combat this; psychologically valid models of
              
                behaviour
                
              
              informed by personalised data may make public health campaigns more effective. As with all methods, micro-targeting can be used malevolently and positively. However, unless we understand the methods, we cannot generate appropriate rules and regulations for campaigns and fair data use.
            

              As such, the intention of
              The Psychology of Micro-Targeted Campaigns
              is not to vilify the methods. Rather, the book presents what they fundamentally are. This requires a presentation of the methods in principle and a discussion of how they function. Further, possibly fuelled by the case of the company Cambridge Analytica, discussions of the use of personal data in politics tend to veer from one hyperbole to another: ‘they control us all’ versus ‘humans are too complex to possibly model’. The truth is naturally in between. If the models are accurate and informed by relevant data, they give a significant advantage. However, they cannot deterministically elect any candidate. Therefore, the book provides a clearer idea of what these models can and cannot do.
            

              Personalised data relevant to political
              
                persuasion
                
              
              becomes ever more ubiquitous and accessible. We live in an information age where companies and governments collect huge swathes of data for each citizen. As
              
                persuasion
                
              
              models become increasingly precise, such data can be used to build formidable models that represent critical functions such as belief revision, social network
              
                influence
                
              
              , and likelihood of voting.
            

              Deliberative
              
                democracies
                
              
              live and die by the quality of information. While the models are never deterministic or all-powerful, we have to ensure regulatory frameworks for politics that minimise unfair advantages, reduce the impact of
              
                campaign funding
                
              
              , and ensure productive rules for elections and public discourse. On a societal scale, it is crucial to understand how information can diffuse and be spread through social networks, how people integrate that information within their pre-existing beliefs, and how campaigns can use and abuse psychological profiling to conduct acts of
              
                persuasion
                
              
              as effectively as possible. If we want to understand their impact on our democracies, we cannot rely on hyperbolic representations. Instead, we have to realise what micro-targeted campaigns built on psychological insights can and cannot do to
              
                influence
                
              
              our citizens, manage our elections, and shape our societies.
              The Psychology of Micro-Targeted Campaigns
              provides the conceptual framework for this discussion.
            
Understanding Persuasion

                Theories of persuasion have
                
                undergone significant
                
                  transformations
                  
                
                throughout history. In ancient Athens, philosophers, sophists, and rhetoricians explored why and how people change their minds during debates. They did this qualitatively through philosophical discussion, observation of speeches, and practical discourse. In the twentieth century, theories of persuasion were tested empirically. Theories like the Elaboration-Likelihood
                
                  Model
                  
                
                , cognitive
                
                  heuristics
                  
                
                , and
                
                  Cialdini’s principles of persuasion
                  
                
                were proposed on the back of experimental psychological work. Measuring persuasive efforts and success enabled researchers to test the validity of theories and assumptions. Nonetheless, the theories and models largely remained descriptive and qualitative.
              

                In the past couple of decades, researchers have advanced formal, mathematical models that quantitatively predict (rather than merely describe) how people may change their beliefs or adapt their
                
                  behaviours
                  
                
                when faced with incentives, persuasive messages, or social
                
                  influences
                  
                
                . Amongst these, we find so-called Bayesian models that take point of departure in people’s
                subjective, personal
                view of the world and of their
                perception
                of the credibility of other people. Quantitative, predictive models allow researchers to test and explain relevant cognitive functions in increasingly precise and scientific ways.
              

                As we learn more about people, we get a better understanding why they change their beliefs and act in specific ways. That is, what are the functions that underpin belief revision, and what are the main factors for
                
                  behaviour
                  
                
                ? Understanding these functions is paramount to running a successful campaign, as winning the hearts and minds of the electorate and getting them to turn out on Election Day is the primary campaign focus. The campaign may build a thorough understanding of the target electorate—what makes them vote, what are their political preferences, and so forth? Further, using insights from psychology and behavioural economics, campaigners may design persuasive attempts that speak to core functions that are relevant to persuading the electorate to vote for the preferred candidate. Finally, continuous collection of relevant data can be used to implement quantitative models and test the effectiveness of persuasive efforts, as they are being developed and employed. If the campaign has access to relevant data for the electorate and the outcome of their attempts, they can test and sharpen their basic assumptions and measure their efforts as they proceed with the campaign.
              

                Aside from collecting data on the individual profiles of the electorate, campaigners may also consider the most relevant voters for an election. In
                
                  proportional democracies
                  
                
                , every voter is relevant to persuade, as each person
                
                  influences
                  
                
                the election as much as the next person. Comparatively, in constituency-based democracies such as the UK and the USA, contested areas (boroughs or states) tend to determine the election (though not always, as a candidate may breeze through an election by winning not only traditionally contested areas, but also areas that are marginal oppositional strongholds).
                1
              
Quantifiable and formal models can capture the individual differences within the public. Data-driven, psychologically informed micro-targeted campaigns make use of psychological insights to develop messages that fit their desired, specific audience, and they make use of data to fit their models and measure the success of their efforts. This enables campaigns to effectively figure out whom to target (e.g. finding swing voters who are amenable to the candidate), learn how best to persuade them (by testing their persuasive attempts through trial and error for that voter segment before contacting the actual audience), and model their predicted impact on the election.

                The most famous case study of this approach is Cambridge Analytica. In 2016, they used psychological profiling and personalised data to develop messages that specifically targeted swing voters in the presidential election. While this is an interesting case study, this book considers the possibility of running data-driven and psychologically informed micro-targeting campaigns in principle rather than exploring a specific case. The focus on the general principle rather than a specific case is driven by two reasons. First, the success of a micro-targeted campaign is only as good as its assumptions. If the campaign managers misunderstand the electorate, their models will become useless at best and counter-productive at worst. Thus, whatever Cambridge Analytica assumed for the 2016 election was tied to a very specific socio-cultural and historical moment. Comparatively, the underlying
                intention
                of modelling the electorate to optimise campaign effort and success is less volatile. Second, the means of acquiring data constantly shifts, as society changes. While Facebook, Twitter, and Instagram may be valuable sources of data or modelling in 2016, they may be inappropriate or useless in 2025. Thus, the paths to data for Cambridge Analytica, though historically interesting, are less important than the underlying attempt to acquire relevant data for a given situation by
                
                any means possible.
              
Chapter Overview

                The Psychology of Micro-Targeted Campaigns
                explores how campaign managers can use psychological insights to create realistic models of the electorate to predict how they will respond to attempts to change their beliefs or
                
                  behaviours
                  
                
                . In order to do so effectively, campaigns segment the electorate strategically along psychological, demographic, and electoral lines to identify the most relevant voters and figure out how best to persuade
                that
                part of the electorate. The book explores the general principles that underpin how this can be done—specific uses will change from election to election and country to country, but the underlying intentions and principles for building such models remain constant.
              

                Chapters
                2
                ,
                3
                ,
                4
                , and
                5
                explore how models of
                
                  persuasion
                  
                
                have gone from qualitative and descriptive theories to quantitative and predictive models of
                
                  persuasion
                  
                
                . Specifically, the chapters explore how researchers can capture people’s subjective beliefs and model how they will integrate new information from sources they perceive as more or less credible. Having presented these models, Chaps.
                6
                ,
                7
                , and
                8
                discuss how data can be used to quantify the importance of a voter for a given election, how the electorate can be segmented along personalised lines, and how micro-targeted campaigns can be built. In addition to this, Chap.
                9
                considers the
                
                  influence
                  
                
                of negative campaigning.
              

                Chapters
                2
                ,
                3
                ,
                4
                ,
                5
                ,
                6
                ,
                7
                ,
                8
                , and
                9
                focus on micro-targeted campaigns that target individual voters by uncovering who can be persuaded to change their beliefs. In doing so, campaign managers use data to segment the electorate into distinct psychological and demographic categories to be targeted. Voters can be categorised along personal lines such as their subjective beliefs, their perception of the credibility of candidates or other sources of information, or personal psychological traits such as
                
                  personality
                  
                
                . These measures can help the campaign divide the electorate into distinct categories, which can subsequently be used to test specific
                
                  persuasion
                  
                
                efforts to determine which arguments work well for which segments of the electorate.
              

                Fundamentally, the models described in Chaps.
                2
                ,
                3
                ,
                4
                ,
                5
                ,
                6
                ,
                7
                ,
                8
                , and
                9
                represent each voter in isolation from social engagements. This individual-oriented use of psychological profiling can be described as
                analytic
                micro-targeted campaigns. It is highly useful to identify the most relevant voters, segment the electorate, and to develop messages that specifically fit each electoral subset. However,
                
                  segmentation
                  
                
                naturally models people in isolation. As we know, information dissemination increasingly takes place in bottom-up environments such as social media where citizens become active influencers and disseminators of news and
                
                  opinions
                  
                
                . When systems are characterised by interactions between people, have high degree of heterogeneity, and unfold over time, it becomes difficult for
                
                  analytic models
                  
                
                to predict how their persuasive efforts will live beyond the initial interaction. That is, whether the campaign message ends up going viral (and thus reaches well beyond the intended subset of voters). In all, Chaps.
                2
                ,
                3
                ,
                4
                ,
                5
                ,
                6
                ,
                7
                ,
                8
                ,
                9
                ,
                10
                , and
                11
                discuss how campaign managers can use
                
                  analytic
                  
                
                or
                
                  dynamic
                  
                
                data-driven, psychologically informed models to profile individual voters and their social position in order to improve the success of persuasive attempts.
              

                Going beyond analytic micro-targeted campaigns, Chaps.
                10
                and
                11
                explore how campaign managers can improve their models based on knowledge about the social position of a voter as well as their understanding of how information can spread on social media. Given agency to interact with other voters, a voter who, alone, might not
                
                  influence
                  
                
                the election much may be a considerable asset if they have an extended social network. When models include the social position of the individual voter and how individual and collective behavioural patterns can emerge as a product of interactions, they are described as
                dynamic
                . Using dynamic micro-targeted models enables campaigns to predict how information can travel through networks such as social media and provide the modelling blueprint for optimally using these networks and the voters who reside within them.
              

                Finally, Chap.
                12
                summarises how psychologically motivated, data-driven micro-targeting can be used in election campaigns.
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            Our great democracies still tend to think that a stupid man is more likely to be honest than a clever man, and our politicians take advantage of this prejudice by pretending to be even more stupid than nature made them.
          
Bertrand Russell, New Hopes for a Changing World
Politics, persuasion, and the pursuit of power will always be sources of wonder to people living in deliberative democracies. Literature, television, and film are awash with stories examining the political process and people who try to navigate the treacherous waters of power. This is only natural, as people in power can change and shape our lives and impact our collective futures through legislative agenda. Political power is a tremendous tool for people motivated by political values—or for those who merely seek power for the sake of power. Aside from the people with actual power, there is a great interest for people in the opposition who plan to usurp the reigns of control, as well as the people surrounding the political system such as journalists and pundits.
While they explore the same thing, political shows take different perspectives on politicians and the political process in general. Some portray political operatives as self-serving, but incompetent fools (Veep, The Thick of It, and The New Statesman), some depict the political world as fast-paced, filled to the brim with competent savants and Machiavellian schemers (House of Cards and Newsroom), and yet some take a stance in between (West Wing, Yes Minister, and Borgen). In keeping with such characterisations, political operatives in these shows may hilariously bungle even the simplest strategy to gain power or mastermind devious strategies that eventually come together in ways the audience cannot foresee.
Regardless of the way they are portrayed, politicians in these shows tend to have one thing in common: they vie for power. If the representation is cynical, the government seeks power for the sake of power and may mislead or misinform the electorate to dupe them into supporting a particular candidate or policy. If the representation is more positive, we see politicians fight for power to implement political reform or carry out their legislative agenda in the interest of the people. In this case, they enlighten and inform the electorate, as the political person is convinced their way forward is the right one. Regardless of what people actually think of government, we are aware that politicians have to gain the favours of the general public in order to gain or remain in power—whether the purpose is to acquire power for power’s sake or to enact legislation depends on context and individual candidates. Due to this, politicians jockey for public favour, which is especially prevalent during elections.
There are many ways to persuade the public that your ideas are the best path for the country or that you are the most credible candidate for the job (or, for adverts designed to attack your opponent rather than argue constructively, that your opponent has bad ideas or is corrupt and malicious). For example, politicians may rely on gut feelings or replicate previous successful campaigns (a campaign may be run on the Carville’s 1992 dictum: “it’s the economy, stupid”). While these are viable options to guide campaigns, they are inherently faced with limitations and pitfalls. For starters, one’s gut feeling can be all over the place—especially if the person has little or no contact or experience with the people he is trying to persuade or influence. Second, reliance on past successes is dangerous, as the present may not resemble the past to some degree (or, in some cases, entirely). Public opinion of a policy may change within a 4 or 5-year period due to changes in the world, emerging technologies, or other events that had not happened in the previous election campaigns (Brexit was an all-consuming issue in the 2017 UK election, but did naturally not feature in the 2015 election). Specific political problems come and go. Therefore, politicians may rely on broader lessons from previous campaigns such as economic growth, security, and public health systems. While specific policies may change, the fundamental needs appear fairly consistent. However, needs may change too. For example, while people were concerned with economic issues in 1992, the 2016 presidential election in the USA revolved around immigration (Pindell, 2018, see also Warner, 2015, see also Goodwin & Milazzo, 2017 on the role of immigration in the Brexit debate). As such, there is an inherent limitation to replicating past campaigns—especially for specific policies, but even for more general needs and desires as well, as the weight of these can change over time.
To move away from intuitions and towards a more predictive picture of the electorate, campaigns are increasingly using data to run campaigns (Bimber, 2014; Hersch, 2015; Issenberg, 2012; Nielsen, 2012). To construct a realistic representation of a particular voter or a specific part of the electorate, campaigns may use different kinds of relevant data such as demographic information (e.g. age, income, gender), digital traces (e.g. social network size, search data, hashtags), and psychologically motivated data (e.g. personality traits, subjective beliefs, biases). Due to the proliferation of social media sites and data generated by companies and governments, data about populations and specific individuals is becoming more elaborate and potentially more available to campaigns (depending on campaign regulations).
Data can be used to generate statistics at the level of cities, states, and nations (e.g. the demographic spread in a province, past voter turnout, or number of polling stations for a district). Population-level data is useful to get a rough approximation of an area of the election but will say less about a specific individual who lives in that area. For example, Southwark (a borough in London) supported remaining in the EU in the 2016 referendum (72.8% voted to remain). If you picked a person at random, they are likely to be pro-EU. Population-level data enables campaigns to make increasingly educated guesses about the political leanings, the probability of voting, and so forth for a person chosen at random from that area. However, if you are interested in figuring out if a particular person voted to leave the EU, campaigners need to go beyond population-level data sets and seek information about specific voters.
To achieve this, campaigns may collect data related to individuals in addition to population-level data. Such data may enable the campaign to figure out factors that lead to a desired behaviour (e.g. what makes people vote for a particular candidate) and may provide insights into what makes that voter behave in desired ways. Thus, while population-level data can give information about a person picked at random from a segment of the population, personal data provides an increasingly clear picture of a specific person.
For example, the campaign might gain access to a person’s shopping habits. Here, they may learn that the person frequently buys organic food. In their model, organic products may be linked with an interest in environmental and health issues. If enough voters have these preferences and habits, the campaign may develop pro-environmental messages. Given more and more data about individuals, campaigns can sharpen their models of people and generate progressively specific models for the electorate where messages are designed to fit what the campaign believes is important to that segment of the population. The process of generating gradually personalised and segmented models of people and using this for persuasion efforts is known as micro-target campaigning. This book discusses how modellers can use psychological and demographic data to sharpen their models in political campaigns to win elections.
1.1 The Psychology of Persuading and Influencing People
Getting people to change their beliefs is tricky. It is insufficient and ineffective to provide arguments that the sender finds compelling. Instead, it requires the persuader to understand the beliefs, motivations, and subjective experiences of the persuadee—to get inside the emotional and personal life of the listener to communicate with the person’s view of the world and psychological outlook. Ever since Plato rightly noted it is easy to praise Athens to an Athenian, people have recognised the need for understanding the audience as a means to persuasion. The rhetorician Kenneth Burke reflects this, as he argues persuasion comes through shared identification; to be able to walk a person’s walk and talk a person’s talk (Burke, 1969). Persuasion through identification can be used cynically or altruistically. Cynically, the speaker can present himself as having traits or beliefs that he actually does not hold to trick or deceive a listener. Altruistically, the speaker can use identification to better communicate earnestly held beliefs or positions. The Russell (1951) quote at the beginning of the chapter suggests that people who vie for public positions may portray themselves in dishonest ways to gain a persuasive advantage (either by endorsing beliefs they do not actually entertain, portraying themselves as having characteristics they do not possess, or by stating they have qualifications they do not have).1
Throughout history, our understanding of persuasion has steadily progressed from qualitative observations by ancient rhetoricians and philosophers to quantitative, psychologically informed models. Data can inform this understanding in two central ways. First, comparing qualitative or quantitative predictions with observed outcomes can help decide between competing models of persuasion. Second, if a model seems to appropriately predict how the electorate reacts to persuasive attempts, data can be used to parameterise and build the models—both at the population level and at the level of the individual. Whether informed by qualitative observations of the electorate, repeated testing (e.g. A/B-testing) or through formal modelling, it is clear that people’s subjective perception of the world is a significant driving force for how they engage with information, perceive other people, and how (if at all) they change their beliefs given new information.
People entertain a wide range of beliefs—politically, ideologically, and about the world in general. Some people believe tax reductions for wealthy people trickle down and stimulate the economy for the wider population; some believe increased regulatory oversight of financial institutions will decrease the risk of another financial meltdown like 2008, and some believe the earth is flat. People may reasonably disagree on the state of the world if they have access to different types of information or receive their news from different sources. In addition, people have different political preferences. For some, the most important issues in elections are economy and jobs while others put more weight on civil rights and environmental issues. Thus, people may agree that a particular proposal of switching from fossil-based to renewable energy sources will deal an economic blow to the nation-state. For a person who cares predominantly about the economy, this proposal may appear unpalatable while someone who prioritises environmental issues may find the proposal very agreeable. Beliefs and preferences can be as heterogeneous as the population itself.
If a campaign can model people’s political preferences, their subjective beliefs, the perceived connectivity between these beliefs, and how they perceive the credibility of a candidate, it has made great progress in being able to produce messages that speak to a particular person. This is a crucial tool for political campaign management. Given accurate voter models informed by relevant data, the campaign may know whether or not to begin persuading the person in the first place (e.g. it may be wasted effort to try and win over a voter who passionately hates the candidate) and the best way to approach a particular voter persuasively (depending on her beliefs and political preferences).
The importance of subjectivity may initially seem to discourage data-driven and formal (mathematical) modelling approaches. After all, how can one capture the intricacy of an individual’s experiences, hopes and dreams, and personal quirks? It is certainly true that models cannot provide a precise replication of a person. While they cannot replicate completely, they can approximate sufficiently. Using so-called Bayesian models (which use people’s subjective beliefs), cognitive psychologists are gaining an increasingly good approximation of the psychology of belief revision and behaviour (see e.g. Oaksford & Chater, 2007)—that is, how people see the world, integrate new information, and use reports from other people (see Chaps. 4 and 5). Given reliable data about the electorate, it is possible to construct models of peoples’ subjective beliefs and how they rate different political policies.
If a campaign wanted to gain my support, it is useful to roughly know what I believe about the world and about competing sources of information. For example, I believe human activity impacts climate change and this is a risk to the stability of human societies—it may lead to wars over resources, mass migration as areas become less inhabitable, and the most impoverished people in the world are likely to bear the brunt of the effects of climate change. This belief has not sprung out of nothing. I believe in the scientific process, in evidence accumulation and evaluation, and I rate the scientific community as very reliable. Thus, I trust the reports produced by independent organisations such as NASA, NOAA, and similar institutions that all report human activity influences climate change. Additionally, reports may reference events like rising temperatures and an increase in extreme weather patterns (such as flooding and hurricanes). Of course, the actual raw data is rarely reported directly in the reports—rather, the analyses and interpretations are reported. I must trust the scientists have the capability to collect and analyse relevant data appropriately as well reporting their findings honestly and openly (which I do).
Consequently, my belief in humans’ impact on climate change is a mixture of personal observations (e.g. witnessing an increase in extreme weather events), my faith in the trustworthiness and expertise of climate scientists, and the corroborating reports between multiple sources I consider to be independent.
If these beliefs are known to a campaign, a candidate may use this information to her advantage in order to gain my vote. She may support scientific and data-driven approaches to societal issues like vaccination, climate change, and inequality, she may address specific concerns of mine (e.g. more extreme weather will be detrimental to food production), she may invoke specific ethical concerns (e.g. we cannot leave a broken planet to the next generation), or she may raise empathetic points of possible consequences (e.g. it is horrible to let poor people suffer disproportionally from the effects of climate change). As the candidate can relate her policies to relevant causal chains, specific beliefs, or values that motivate a given voter, persuasion becomes increasingly possible.
To achieve this persuasive advantage, data can be used to develop, refine, and test models of voters—either as population groups or as individuals. As discussed throughout this book, data can provide campaigns an approximate picture of the voters’ subjective perception of the world, their psychological profiles, and their social networks and status. This can be used to identify the most relevant acts of persuasion and test (and potentially optimise) political messages to find the most persuasive way to convey a policy to a particular voter or group of voters.
When data is used to segment the electorate to optimise messages for those subsets of voters, it becomes part of micro-targeting. While still relatively new in political discourse, micro-targeted campaigns are frequently used in advertisement—if you Google the cost of living in Berlin, search for job opportunities in Berlin and look at images of Kreutzberg and Neukölln on Instagram, an algorithm may flag that you may be considering moving to Berlin, which will trigger ads for flights to Berlin, offers of German classes, or adverts for German-styled establishments in London. We have become supremely familiar micro-targeted advertisement online. It is only natural that this technique is extended to any area where people try to sell you something, get you to do something, or—as in politics—get you to believe something or believe in someone.
1.2 A Media Case: Cambridge Analytica
Unquestionably, Cambridge Analytica is the most famous case of a political micro-targeted campaign in recent times. They provided analytical assistance for Republican candidates in 2014 (Issenberg, 2015; Sellers, 2015; Vogel & Parti, 2015) and 2016 (Confessore & Hakim, 2017; Tett, 2017) as well as work for the pro-leave campaign in the 2016 Brexit referendum (Cadwalladr, 2017, 2018; Doward & Gibbs, 2017).2
Cambridge Analytica, defunct since 2018, was a London-based company that used data-driven, psychologically informed micro-targeted models to develop and optimise political strategies and campaigns. According to reports, they used an array of databases to generate increasingly accurate voter models that allowed for more personalised persuasion efforts. They used data, such as demographic or consumer data, to build models of individual voters to get an idea of that person’s political leanings and preferences, whether or not the voter would turn out for an election, if the voter lived in a competitive area, and other salient metrics. The intention of this is to understand how and why a voter chooses a candidate so the campaign can design persuasion devices that are specifically aimed at their subjective beliefs and personal psychological traits.
The data allowed segmentation to identify people who are likely to be swing voters in competitive areas. This helps the campaign to find out who to target. Further, data might segment people along lines of expected policy preferences (e.g. if a person buys organic products, she likely cares about environmental issues—given multiple data points for each voter, the model can guesstimate their policy preferences). This informs the campaign on what to say to the voter. In addition to standard, data-driven micro-targeting, Cambridge Analytica reportedly generated personality profiles for voters. They reportedly harvested data from 87 million people via Facebook (Hern, 2018; Kang & Frenkel, 2018). Such profiles enable additional segmentation along personality lines (e.g. for one issue, they may develop different persuasion messages for highly neurotic than for highly extraverted voters). Through message development and testing, this informs the campaign on how to talk about an issue for that specific voter. Thus, data informs who to engage with, the topic of that engagement, and the style of the persuasion.
Much has been made of the involvement of Cambridge Analytica. The cited articles are a drop in the ocean of pieces published about the company. While some argue data is a powerful tool for predicting people and influencing behaviour (e.g. Monbiot, 2017), others point to the fact that data has failed to predict specific elections (Lohr & Singer, 2016). For Cambridge Analytica, some of the articles argue they had a significant impact on the elections while others argue that their methods are ineffective and predicting people generally is very difficult (Chen & Potenza, 2018; Nyhan, 2018; Trump, 2018).3
As a case study, it is fascinating to consider the role of a particular company who gained access to specific sets of data to model and predict an electorate for a certain election. This provides space for pundits, journalists, and analysts to ponder the company’s effect on that particular election (e.g. Trump winning the 2016 election, Britain voting to leave the EU). Of course, real life is complex and outcomes are not always easy to understand: as situations become gradually complex, it becomes increasingly difficult to know how much (if any) one particular factor contributed to a given outcome.
In football, we often see the effect of variance on the outcome of results. In 1994 my hometown team, Odense Boldklub, knocked out mighty Real Madrid in the UEFA Cup. This was an extraordinary outcome but did not realistically reflect the relative strength or strategies of the two clubs. Only a fool would argue that OB is a better team than Real Madrid despite the fact that they beat them 0-2 on a glorious December night in 1994 (indeed, history has since proven this emphatically). If the two clubs had played that game 1000 times, Madrid would most likely have won 950+ times. In other words, we should not read too much into a singular outcome. Outcomes are probabilistic in nature and specific factors, like the choice of the keeper, may have limited impact on outcomes in general even if it did on that occasion occur. Milan Kundera captures this sentiment beautifully:Human life occurs only once, and the reason we cannot determine which of our decisions are good or bad is that in a given situation we can only make one decision; we are not granted a second, third, or fourth life in which to compare decisions. The Unbearable Lightness of Being (1984)

Naturally, we cannot live repeated lives to get the best outcome, evaluate decisions, or compare one campaign intervention over another. To get a precise idea of whether a parameter influenced an election, the election would need to be replicated dozens, if not hundreds, of times. In experimental design, this is possible, but of course, this is impossible to do in real life. As discussed in the next section, models provide a tool for testing ideas to evaluate whether these can predict outcomes (or, more precisely, how often they predict the outcomes).
1.3 Models and Predictions
In order to go beyond just-so stories, post hoc explanations, and speculations as to whether some parameter (like Cambridge Analytica) influenced an event such as an election, researchers and campaigners can use models. In essence, a model is merely a representation of what causes a phenomenon and how it is structured—models can be descriptive and informal or predictive and formal. For example, Carville’s saying, ‘it’s the economy, stupid’, can be expressed informally (Fig. 1.1):[image: ../images/453636_1_En_1_Chapter/453636_1_En_1_Fig1_HTML.png]
Fig. 1.1Representing ‘It’s the economy, stupid’


In this model, the likelihood of voting for the incumbent party goes up when the economy is good and goes down when the economy is bad. If a model is good, it should be able to capture most (or, if possible, all) of the variance in a population—in this case, the choice of candidate or party in a political election. However, if the model is grossly simplified or downright wrong, it will fail to capture the true factors that cause something to happen. In Carville’s case, he knew candidate choice did not squarely rest on the health of the economy, as he also had sayings like ‘change versus more or the same’ and ‘don’t forget healthcare’.
If the model is an accurate representation and is informed by reliable and good data, it should predict outcomes more often than not (but may be wrong if the event is characterised by significant variance or massive changes from one event to another). I may construct a model for predicting football results: the club with the biggest budget will win. This is easy to calculate and the data needed to compare competing clubs is readily available. While this model will fail to predict 100% of results, it will most likely to a lot better than chance, as money allows clubs to invest in the best players, coaches, and facilities. Thus, while unexpected outcomes like OB versus Real Madrid in 1994 may occur, my model will be correct most times.
As events become more complicated, they have more moving parts. Elections are characterised by components that are very specific to that situation and may only bear a rough resemblance to past elections. In other words, elections are fraught with uncertainty. For modellers, this makes elections much harder to predict than events characterised by fewer and more repeatable elements. Thus, in this book, a ‘model’ is merely a representation of what the modeller (a researcher, a campaign staff member, etc.) believes is an accurate portrayal of an event or phenomenon. The models can be more or less accurate, informed by good or corrupted data sets, and developed/tested through a number of ways.
It may turn out that Cambridge Analytica’s models were poor and made no impact on the 2016 election. However, that merely says something about that model for that election. It makes little or no sense to claim that models or data, in general, cannot predict elections. It may be that a model fails to predict a specific election for a number of reasons: it could be a poor representation of the system and thus a bad model to begin with; it could be informed by corrupted data, which causes the predictions to be tainted; or the variance of the situation may be high, meaning that the model may be right most of the times, but will fail some of the times. Finally, modellers use different methods such as machine learning (Kubat, 2015), Bayesian modelling (Lee & Wagenmakers, 2013), and many others. It could be that a modeller has made a wrong choice of method.
As modellers learn more about a system and access data they can compare previous models and predictions against, they can sharpen their predictions and assumptions going forward (e.g. by tweaking the model, by discovering better data sets). This is true for predicting societal phenomena such as elections, as well as individual phenomena such as identifying the most effective persuasive message for a specific voter.
Individual people are fascinating and can be somewhat unpredictable—their personal stories shape how they feel, their social and emotional attachments are unique and often hard to understand (deep psychological treatments can take months or even years to conduct in therapy), and their specific motivations for choosing one candidate over another can be as manifold as there are people in society. Predictions from models always represent formal ways of describing educated guesses—as long as they are right more than they are wrong (and can be improved, as the modeller gains access to more data to re-develop the model), they give modellers an advantage over reliance on the past, blind guesses, or gut feelings.
For political campaigners, models can be highly useful for strategy and campaign management. On a population level, data and models can help to identify the most pressing issues for an election as well as identify and target the most relevant segments of the population in first-past-the-post democracies (see Chaps. 6 and 7). On an individual level, data and models can represent how voters change their beliefs, how they rate the credibility of candidates and psychological traits such as biases or psychometric measures (e.g. the personality profiles Cambridge Analytica reportedly used). If a model fails for whatever reason, it just means that particular model is ineffective. It does not detract from the possibility of generating accurate and realistic models that might predict the phenomenon later.
1.4 Overview and Purpose of the Book
We are not concerned with a specific campaign or some concrete way to access data. While it is absorbing to consider isolated acts, such analyses are necessarily limited by the case in question: the context, the model used, the available data, the candidates, and other confounding factors. This is critical for discussing that campaign strategy for that election but says little or nothing about how psychologically motivated models can be used to sharpen campaign management in principle. While methods, models, and assumptions change from election to election, the underlying intention of micro-targeted campaigns remains constant: use data to develop accurate models of the electorate to win the election. Thus, we present what analytic and dynamic micro-targeting is and why these models can be useful for campaign managers.
The book has three main parts. Part I (Chaps. 2, 3, 4, and 5) explores how to describe and model people’s subjective perception of the world, how they change their beliefs, and their perception of other people as sources of information. Chapter 2 presents qualitative and descriptive approaches to persuasion. Going beyond the descriptive, Chaps. 3 and 4 present models that can quantify and parameterise people’s subjective beliefs. These chapters present so-called Bayesian models to describe and predict how people integrate new evidence within their pre-existing beliefs and how they integrate reports and information from more or less reliable sources. Using the Bayesian approach, we show the same reasoning principle can arrive at different outcomes depending on how the person subjectively sees the world and other people. Part I concludes with Chap. 5, which discusses why beliefs do not necessarily translate into behaviour, and why campaigns have different strategies for belief and behaviour change. Essentially, Part I considers the possibility of describing the subjective beliefs and behaviours of an individual voter using formal models that can be informed by data.
Part II (Chaps. 6, 7, 8, and 9) discusses how data can be used to set the parameters of Bayesian models, how to quantify the importance of individual voters and the role of negative campaigns. Without data to inform it, a voter model is like a broken pencil: pointless. A campaign might believe candidate credibility is crucial to a persuasion. If so, they need relevant data for that parameter. Data can also be used to segment and identify the most relevant parts of the electorate. Swing voters are more likely to influence the outcome of an election than people who are already convinced one way or the other. Campaigns may need to collect data that help them identify swing voters most effectively. Finally, data can test model predictions against observations to test and refine that model. In turn, this may help the campaign to generate more persuasive messages. This is the principle of micro-targeting: identify the most relevant targets, understand their psychology, use data to build and test models of that subset of the electorate, and use data to optimise messages for that segment. In all, data is useful to parameterise models, to identify the most relevant parts of the electorate, and to test and develop models.
Parts I and II discuss how psychologically motivated and data-driven models can be used to design persuasive messages for that voter. In such a model, the voter is isolated, as the persuasive effort is constructed with that person in mind. However, with the rise of social media, this assumption is increasingly outdated. Now, voters share information, participate in political discourse, and influence each other. This means the system becomes interactive and complex, which enables feedback loops to emerge (e.g. a tweet that goes viral). When systems are interactive and complex, they require different modelling techniques. Part III (Chaps. 10 and 11) presents a method called agent-based modelling that can capture interaction and complexity. This takes us from analytic micro-targeted models where voters are isolated to dynamic micro-targeted models where voters inhabit social networks and can share information with each other. In other words, we go toward 
              parameterisation
              
             rather than 
              segmentation
              
            . As such, the book progresses from analytic and isolated models of individuals (Chaps. 2, 3, 4, and 5) that can use data to parameterise models and segment the population (Chaps. 6, 7, 8, and 9) to dynamic and interactive models of individuals in social networks that use data to parameterise the models (Chaps. 10 and 11).
Through these methods, we consider how data and models can be used for the purpose of political persuasion and influence, how access to data can be a powerful tool, and why campaign regulation may need to be updated (see: Shiner, 2018). In line with this, the book concludes with reflections on what micro-targeted campaigns mean for deliberative democracies (Chap. 12). While some models may fail, it seems clear that accurate models with access to extensive data sets will yield a strategic advantage. Access to relevant data as well as the ability to employ people with expertise to build, to test, and to refine the models is costly. If a system allows unlimited campaign funding, money becomes an important factor in campaign success. Campaign regulation, access to data, and financing should be a matter of public discussion.
The book mainly considers the use of data and models in political campaigns. However, the models and techniques described in the book are universally applicable to any problem where someone wants to change the hearts and minds of a segment of the population or where someone wants the population to do something. That is, the techniques can be used for societally beneficial challenges such as increasing public health, running effective anti-discrimination campaigns, reducing domestic violence, and any other social issue, which require an understanding of humans.
Uses include well-intentioned efforts such as public health campaigns, but, on the flip side, also include nefarious uses such as dissemination of misinformation, demagoguery, and propagandising. However, if we wish to combat the nefarious uses, we must understand how the techniques work, their limitations, and how they are built. If we do not understand these, we are waiving interventions in blind hope of good results.
Recently, social media has been used to proliferate misinformation (Subedar, 2018). Alongside this, political discourse seems to have become angrier and more accusatory in many deliberative democracies. Adding to this, studies and reports suggest ideological divisions between people are increasing in the USA (Dimock, Doherty, Kiley, & Oates, 2014), in Latin America (Moraes, 2015), in Europe (Groskopf, 2016), and in the UK (Goodwin, Hix, & Pickup, 2018). The 2016 election of Donald Trump and the 2016 Brexit referendum showcased deep divides between segments of the American and British societies (Lauka, McCoy, & Firat, 2018). Further, the American elected officials are becoming decreasingly able to work in a bi-partisan manner with members of the opposing party (Mann & Ornstein, 2012, see also McCoy, Rahman, & Somer, 2018).
Understanding how beliefs are formed, how information is integrated within people’s pre-existing beliefs, how people see and use the credibility of others, and how this may or may not translate into behaviour is crucial to understand deliberative democracies in the twenty-first century. If we fail to appreciate the psychology, the information structures, and the motivation for information acquisition, we cannot reliably develop social interventions for good (e.g. run a more effective recycling campaign) or stem vicious and malicious attacks on information systems.
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Footnotes
1In the rhetorical tradition, this insight led to a debate concerning the persona of a speaker. The persona is seen as a rhetorical and narrative construct, which can be used persuasively (see e.g. Black, 1970; Wander, 1984, for an introduction to narratives, see Abbott, 2002).

 

2In addition to the revelations concerning campaign assistance, the company has been implicated in the relationship between Donald Trump and Russian operatives (Illing, 2018).

 

3The author is not the 45th President of the USA, but a journalist of the same last name.
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The ability to change people’s’ beliefs is crucial to politics. Since the early democracy in ancient Athens, people have sought to influence their fellow citizens to pass desired laws, decide whether or not to go to war or gain personal influence. As the need for persuasion grows with democratic engagement, scholars, and political figures began to study how persuasion works—this gave birth to the field of 
              rhetoric
              
            . Sophists, the professional teachers of ancient Athens, taught politics, philosophy, and rhetoric to ambitious citizens to increase their persuasive and argumentative abilities (Conley, 1990; Fafner, 1977, 1982; Foss, Foss, & Robert, 2002; Jørgensen & Villadsen, 2009; Kennedy, 1980). Comparatively, philosophers like Plato considered the impact of persuasion on Athenian democracy (Plato, 1996, 2000).
The history of persuasion is rich and fascinating. In the Western tradition, it covers the ancient Greeks (Aristotle, 1995a; Cicero, 2003; Isokrates, 1986; Plato, 1996, 2000, 2008, 2009), the Renaissance thinkers (Catana, 1996; Vico, 1997, 1999), and goes all the way to twentieth-century humanists (Burke, 1969a, 1969b; Foss, 2004; Perelman, 2005; Perelman & Olbrechts-Tyteca, 1969). It is filled with captivating speeches (see MacArthur, 1993, 1996 for anthologies of historical speeches) and is replete with exciting stories that underpin current and historical political dramas.
While the book considers methods that enable politicians to use personalised data to optimise persuasion, this chapter sets the scene historically and conceptually. Methods such as Bayesian modelling, agent-based modelling, and psychometrics may be somewhat recent developments, but the motivation to use these has a long history. Aside from a general historical interest, the chapter provides the rationale for the study of persuasion, which enables an easier romp through the subsequent models and theories of subjective reasoning, the importance of social networks, and how campaigns can use psychologically motivated micro-targeted campaigns.
2.1 Types of Political Statements
It may be compelling to imagine that politics can be improved through fact-checking, rules of engagement, and logical argumentation. However, political statements cover a much wider area than just factual claims about the world. Rather, political discourse is wonderfully intriguing and essentially human. It is concerned with personal values and morality, is filled with subjective opinions, and relies on predictions about the future—it does not merely consider how the world is, but also how we would like the world to be and the best political ways that might get us there.
People in democracies may reasonably disagree on a host of issues. They may disagree on how the world looks and how facts relate to each other; they may have different values or political preferences; they may have different hopes for the future, or they may disagree on the best strategies to get there. That is, even if people agree on how the world is and where they want to go (e.g. reducing inequality), they may earnestly disagree on how to achieve this aim. Further complicating political discourse, available evidence is often flimsy or noisy; it is fraught with uncertainty, and people may lie or deceive to obtain their goals. This makes reported information difficult to assess and use. This naturally leads to deliberation and discourse.
To encapsulate the rich and varied nature of political discourse, we can point to different types of political statements. These have different relationships to the truth, evidence, and verifiability—not in the trite sense of ‘all politicians lie’, but in the sense that factual statements about the current state of the world inherently differ from predictions about the future or from personal opinions.
Politicians may make factual declarations about the state of the world (e.g. ‘The United Kingdom has the 7th-highest GDP in the world’). Factual statements are verifiable in principle. Organisations such as PolitiFact, Full Fact, and Snopes routinely check factual statements from politicians. Depending on available evidence, factual statements can be qualified (e.g. ‘I think France won the FIFA 2018 World Cup’ versus ‘France won the FIFA 2018 World Cup’). If we do not have sufficient evidence to verify factual statements, we can describe them as more or less likely (as we discuss in Chaps. 3 and 4, voters’ subjective beliefs about the state of the world are central to data-driven campaigns).
They often make 
                predictions
                
               about the future (e.g. predicting the economic consequences of political interventions). Predictions cannot be deemed true or false like factual statements. Rather, we are limited to investigating available evidence and their connection with the prediction. For example, ‘if you drink that chalice of arsenic, you will die’ is a very likely prediction while ‘if you wear that red coat, you will die’ is not. As such, predictions are evaluated against the causal links that connect available evidence with the predicted effect. Like factual statements, voters’ subjective perception of the connection between evidence and hypotheses is critical.
Politicians can also make counterfactual
                
               speculations. Counterfactuals can be used to criticise political opponents or to speculate about alternative outcomes if other events had transpired (e.g. ‘if I had been Secretary of State for Health, the NHS would not have been in crisis’). Counterfactuals are complicated. It involves a description of how the world currently is (which often incorporates an evaluation or judgement), and it predicts what would have happened if past events had been different (which relies on hypothetical causal links). Both of these elements can lead to serious disagreement, as others may disagree with the description of the present or with the counterfactual causation (or they may even propose an alternative counterfactual). They have been explored in great detail in reasoning and argumentation literature (see e.g. Gerstenberg, Goodman, Lagnado, & Tenenbaum, 2014; Lagnado, Gerstenberg, & Zultan, 2015; Zultan, Gerstenberg, & Lagnado, 2012).1 Factual statements, predictions, and counterfactuals are all related to evidence. Facts can be checked to the best of our abilities and the relevance and likelihood of predictions and counterfactuals can be assessed.
If we have relevant, reliable, and diagnostic data, we can make reasonable and justified evaluations of what might be true. Evidence for the theory of evolution is so overwhelming that, for practical purposes, we can count it as true. Yet, fact-checking is tricky at the best of times. Evidence may be noisy, data may be inconclusive or suggest different interpretations, and sources that provide the data may be unreliable.
Going beyond evidence, politics is also concerned with our values, personal opinions, and hopes or desires. Politicians may state personal 
                opinions
                
              . These have very different relationships with evidence, as personal preferences, aesthetic choices, or taste are highly personal. A politician running in Southwark may say that ‘I think Peckham has amazing restaurants and a fantastic community’. If the politician earnestly believes this, the statement is by definition true. The veracity is not concerned with Peckham’s restaurants or communities, but with the earnestness of the opinion.
Politicians may also appeal to fundamental 
                values
                
              . These are deeply held first principles that describe or underpin how we see the world. For example, a person may value freedom of expression over and above anything else. This can have a profound impact on that person’s estimation of competing political proposals. If a politician proposes to ban online hate-speech, that person might vote for a competing candidate due to perceived infringements on a fundamentally held value. While values underpin political ideologies and people’s responses to political proposals, the discussion of right and wrong values is a profoundly philosophical question, which cannot be easily resolved. Indeed, moral philosophy can be described as an exploration of values and how they impact choice, societies, or legal frameworks.
Finally, politicians may profess 
                hopes and desires
                
               for the future. Basically, this provides a valuation of possible futures. For example, if a politician says, ‘I hope England will win the 2020 UEFA European Championship’ she does not state that this will happen (and thus does not make a prediction) but states what she would like it to happen. Like personal opinions, hopes and desires have a limited relationship with fact-checking. First, they do not describe the facts, as they consider possibilities of the future. Second, like opinions, they express personal preferences. As such, the politician’s intention or motive may be questioned. For example, a politician may actually be indifferent to the outcome of the 2020 UEFA European Championship but may profess hopes disingenuously to mirror the perceived hopes of the target part of the electorate.
Opinions, values, and hopes are intrinsic to politics. They underpin policy proposals and set the ideological path that buttresses the political agenda. However, as they are personally held, fact-checking is mercurial—rather than evaluating how the evidence links with predictions or hypotheses, we have to evaluate whether or not the speaker is honest. That is, the evaluation is about the intentions of the speaker rather than of the evidence—is he a person who would portray to have certain values for political gains even if, in reality, he actually does not hold those values?
Opinions and hopes do relate to facts and predictions in some way. Opinions are personal evaluations of how the world is perceived to be. Of course, this has some relationship to facts. For example, a person who mistakenly believes the Earth is flat may opine that too much money is given to NASA. Equally, hopes and desires are related to the possibility of possible futures. A person may hope poverty is eliminated in the UK, but may nonetheless believe it might never happen. Values go deeper, as these underpin opinions, hopes, and desires.
Table 2.1 sums up the different types of political statements. Politicians can use all types of statements to persuade or change voters’ beliefs. At the same time, all types can be integrated into micro-targeting campaigns by gaining an understanding of the personal values, beliefs, and hopes of a particular voter or set of voters. Knowing how a person sees the world, their political preferences, and how they think the future will be is immensely useful information when designing persuasive messages for that person specifically.Table 2.1Types of political statements


	Type
	Description
	Example

	Declaration
	Factual assertion about the state of the world
	The population of France is bigger than the population of Croatia

	Prediction
	Forecast about something that has not yet happened
	The stock markets will suffer if the USA engages in a trade war with the EU

	Counterfactual
	Assertion about the state of the world if other events had transpired
	The British economy would be better now if they had not voted for Brexit in 2016

	Opinion
	Assertion about a personal evaluation or feeling
	I think Peckham is one of the most vibrant areas in London

	Value
	Assertion about a fundamental belief about the world
	Healthcare should be available for all citizens universally

	Hope or desire
	Assertion about what one wishes to be true
	I hope poverty will be eliminated in the UK by the next generation




2.2 Practical Argumentation
As discussed, political statements
                
               often have a tenuous and difficult relationship with evidence. Even when evidence provides a foundation for qualified and informed decisions and predictions, political discourse cannot be reduced to this. If we think politics can be reduced to a series of fact-checking exercises, we miss out on the subtle facets of persuasion and politics. Predictions can be imbued with values, factual declarations can be mixed with counterfactual speculations, and politicians may use implicit language so that the audience draws a desired conclusion. Whether we like it or not, persuasion and political discourse encompass more than factual statements. Due to this, we have to consider theories beyond logical connections and venture into theories of persuasion and practical argumentation.
The goal of political reasoning itself also goes beyond factual declarations. As citizens, we are tasked with electing the officials we believe best represent our beliefs and aspirations, as well as our values and identities. Of course, political reasoning discusses political ideas, societal predictions, and policies, but it also functions to find the most suitable candidate for a particular office. The choice of candidate may rely on what the candidate believes about the world, but may equally rely on her opinions or values. In particular, the latter may indicate how the candidate would respond to a crisis or a significant change to the political landscape. To address this, candidates may use persuasion to showcase themselves as having the best approximation of reality, the most likely predictions, as well as key shared values. To do so, they have to rely on abductive reasoning: the inference to find the best option or hypothesis for a given choice. The models presented in Chaps. 3 and 4 that rely on people’s subjective probabilities are well equipped to describe abductive reasoning.
To get an initial and descriptive prospect on abductive reasoning, we consider political statements from a perspective of uncertain information—in doing so, we turn to practical argumentation, which considers the argumentative structure that allows people to determine the validity of a proposition for claims made in natural languages like English, French, or Danish (as compared to claims made in artificial languages like math, formal logic, or computer coding). The British philosopher, Stephen Toulmin, provides a model framework for practical argumentation (Toulmin, 2003, see Fig. 2.1).[image: ../images/453636_1_En_2_Chapter/453636_1_En_2_Fig1_HTML.png]
Fig. 2.1Toulmin’s model of practical argumentation


Toulmin’s model includes three components that are always found (either explicitly or implicitly) in practical argumentation: claim, grounds, and warrants as well as three components that are often but not necessarily found: backing, rebuttal, and qualifier.
The claim refers to the statement advanced by the politician—this can be any of the types of political statements we discussed in the previous section. For example, a politician may claim that leaving the customs union will hurt the British economy in the following decade (prediction
                
              ) or claim that there is still a pay gap between men and women (factual claim). The grounds are any evidence that supports the claim. In the Brexit example, the politician may support the claim by referring to predictions from economic experts and business leaders. Grounds are necessarily different for the various types of political statements. For factual claims, the politician may use data or expert witnesses. Comparatively, for opinions, she may refer to her trustworthiness. The warrant is the causal connection that ties the evidence to the claim. In the example, the politician may suggest that advice from experts usually is good and relevant. As discussed in more detail in Chap. 3, people can disbelieve claims for different reasons; they may doubt the evidence or the causal link between the evidence and the claim.
Claims, evidence, and warrant are always present (explicitly or implicitly) in a practical argument. The strength of the argument depends on the relevant relationship between the claim, the available evidence, and the reason for tying the evidence to the claim. Toulmin further identifies components frequently, but not necessarily, found in practical argumentation. The backing refers to evidence that supports the general rule (warrant). In other words, backing invokes evidence for the suggested causal link between the evidence and the claim. In the Brexit example, the politician may remind the listener of previous examples where experts were correct in their predictions, as this would support that causal connection. The rebuttal is evidence that contradicts the relationship between the evidence and the claim or between the warrant and the claim. This tempers the argument, as the politician may want to acknowledge cases where the evidence did not predict the hypothesis. Finally, the qualifier refers to the strength of the claim. This is the difference between ‘I know X will happen for sure’ or ‘I think X is likely to happen’.
Toulmin’s model provides a superb illustration of the components that float around in political discourse. However, it is severely limited, as it is neither formally expressed nor normative or predictive. That is, it can describe arguments qualitatively, but does not have the capability of predicting how people will respond to the argument or evidence quantitatively. At their foundation, political campaigns want to predict how voters will react to persuasive messages. For this goal, Toulmin’s model provides a general roadmap with no specific directions. Chapters 3 and 4 look at formal aspects of argumentation and reasoning in order to address this deficit.
Political argumentation differs from logical reasoning in several ways. First, it is broader, as it deals not only with veracity, but also with future predictions, personal opinions, and deep values. Second, even for factual claims evidence is often noisy and contested by competing candidates. Given this, the voter’s subjective perception of the grounds (evidence) and warrant (causal link) is critical to how they will perceive the claim. Third, as people vie for power, political argumentation inherently opens up for deception and misinformation. This means the credibility of the speaker and the reliability of the source of data is of paramount importance. Finally, practical argumentation takes place in the realm of natural language. Consequently, stylistics plays a persuasive and even argumentative role—whether we like it or not, the delivery and the figures of speech are powerful persuasive tools and the charisma and perceived persona of a speaker is tremendously potent means of persuasion.
Practical reasoning operates in the mind of the listeners. It is up to them to judge what is probable, accurate, and sensible. This means subjectivity is crucial to evaluating practical arguments. What is probable to some may be entirely unlikely to others; one person may think a politician is credible and honest while another may fundamentally distrust the same person. For these reasons, practical discourse cannot—and should not—be judged on the standards of logical declarations. Historically, the field of rhetoric provides theoretical grounds for the analysis of persuasion. Rhetoric, while often decried as empty speech, manipulation, or demagoguery, is the study of how persuasion comes about—regardless of whether or not we like how it happens. It is a much-needed field of research, as it critically explores how bullshit may succeed where evidence and logic fail.
2.3 The Rhetorical Tradition2
Ancient Greece grounded the study of persuasion in Western societies (Conley, 1990; Fafner, 1977, 1982). Though suffrage was severely limited, Athenian freeborn men could enter the social sphere to gain influence and power through civic involvement, participation, and rhetorical prowess. As a consequence, deliberation and persuasion flourished through speech, thought, and culture. Public speakers relied on their eloquence to get public offices (Demosthenes, 2014), intellectuals demonstrated their command of argumentation and reasoning (Sørensen, 2002), and speechwriters worked in the Athenian courts and political arena (Lysias, 2002). Aside from the practitioners, dramatists satirised contemporary intellectuals (e.g. Aristophanes, The Clouds, 1973) and theorists debated whether persuasion was a democratic good or a shallow and destructive force (Aristotle, 1995a; Isokrates, 1986; Plato, 1996, 2000).3
The Sophists are of particular interest. These were the professional teachers of ancient Athens. Amongst other disciplines, Sophists taught eloquence and persuasion (Dillon & Gergel, 2003) and taught students how to be efficient speakers. Concerning the means of persuasion, they were less concerned with fundamental philosophical questions concerning the true state(s) of the world, but instead focused on means to an end—that is, how the person most effectively could persuade an audience to accept a proposition or candidacy. For this reason, Plato critiqued the Sophists (e.g. Plato, 1996), labelling sophistry empty speech (as it was not concerned with uncovering truths) and malevolent (as it was concerned with efficiency).4 Basically, the Sophists were interested in how persuasion functioned in a deliberative democracy. A focus shared by present-day campaign managers and politicians who search for the most effective ways to deliver their messages.
Residing between the pragmatism of the Sophists and the idealism of Plato, Aristotle provides us with the first known textbook on rhetoric in the Western canon (Aristotle, 1995a). Although typically labelled as empty speech or shallow manipulation, Aristotelian rhetoric is broad and intellectually rich. In his treatise, Aristotle defines rhetoric as ‘…the faculty of observing in any given case the available means of persuasion’ (1995a, p. 2155). While we may know some things for certain, we only have uncertain or probable information about most aspects of interest in political and social life.5 Rhetoric is the art of persuasion for any situation where certainty can be difficult or impossible to ascertain.6 In these situations, we have to rely on disparate information, partial knowledge, subjective interpretations, and probabilities. As such, rhetoric is concerned with practical and probable reasoning.
The Aristotelian definition continues in rhetorical studies today. Burke defines rhetoric as “…the use of words by human agents to form attitudes or to induce actions in other human agents” (1969a, p. 41, for an introduction to Burke see Foss et al., 2002, Chapter 7), Ehninger defines it as “…an organized, consistent coherent way of talking about the practical discourse in any of its forms or modes” (1968, p. 15), and Foss takes it to mean “…the use of symbols to 
                influence
                
               thought and action…” (2004, p. 4). Finally, Nichols defines it as “…the theory and practice of the verbal mode of presenting judgment and choice, knowledge and feeling… It is a means of ordering discourse as to produce an effect on the listener or reader” (1963, pp. 7–8).7
Rhetoric, then, is more than empty speech and manipulation. It is concerned with finding the available means of persuasion for situations with uncertain problems. In the Aristotelian sense, rhetoric is a common good, as he imagines deliberation is guided towards koinon (‘the good for the public’, see also Aristotle, 1995h for a discussion on the social purpose of rhetoric). This pre-empts enlightenment philosophers, the collection of thinkers who provide much of the philosophical foundation for deliberative democracies, who argue the marketplace of ideas will yield good solutions to problems if evidence and arguments are considered in an open, honest, and rational manner.8
Reflecting the scope of the discipline, rhetoric is divided into five components that relate to persuasion and practical argumentation: finding the means of persuasion (inventio), organising the persuasive message (dispositio), styling the persuasive message (elocutio), memorising the speech (memoria), and delivering the persuasive message (action, see Aristotle, 1995a). Of course, these still relate to the subjective perspective of the listener—what is a good argument or a compelling style for one voter may be entirely inappropriate for another. The purpose of data-driven and psychologically motivated micro-targeted campaigns reflects this insight, as they seek to find the optimal way to find, organise, style, and deliver persuasive messages to targeted voters. Relating rhetoric to Toulmin’s model, rhetoric seeks to find the most persuasive way of relating the claim to the grounds and the warrant. However, like Toulmin’s model, rhetoric is inherently descriptive and qualitative. To move towards predictive capabilities, we need a formally expressible model.
To further describe the means of persuasion, Aristotle identifies three modes of persuasion: Ethos, pathos, and logos. Ethos refers to the character of the speaker. If the audience trusts the speaker, it can be a tremendously persuasive asset. Inherently, we trust evidence and information more when we receive it from people we see as credible. Classically, rhetoricians divide ethos into three orthogonal components: arête, eunoia, and phronesis. Arête represents the perceived moral character of the speaker. In other words, is she a morally just person? Is she a person who would tell the truth even if the truth inconvenienced her own cause? Aristotle further notes that perceived virtue is twofold: intellectual and moral. The intellectual virtue emerges from education and training while moral virtue is tied to the actions and habits of the speaker (Aristotle, 1995h, p. 952). Eunoia signifies if the audience believes the speaker has good intentions for the audience, or if the speaker is self-serving and does not care about the communal good. That is, does the speaker have my interests and well-being at heart? Finally, phronesis questions whether the perceived practical wisdom or experience of the speaker relevant to the case. In other words, does the speaker have relevant expertise to weigh in on a particular matter? Importantly, ethos is not an inherent trait of the speaker but is perceived by the audience—who may disagree with each other.
Pathos is the appeal to emotions—or more precisely, the emotions brought about in the audience by the persuasive content and the delivery. In Aristotle’s world, pathos is useful to awaken “…emotion in the audience so as to induce them to make the judgment desired” (Aristotle, 1995a). Emotions can be incidental or integral—whatever a person feels when he receives the persuasive message is incidental while the inherent emotional content of the persuasive message is integral. The mood of a person may swing from one moment to the next (incidental), but evoking images of dying children, as in emergency aid campaigns, will always be sad (integral).
Some philosophers argue emotions are detrimental to rationality, reasoning, and decision-making (see e.g. Descartes, 1996, 2002). While this may seem true intuitively, a growing field of studies suggests it is less clear-cut. In some scenarios, emotions actually assist reasoning (Blanchette, 2006; Blanchette & Richards, 2010) and decision-making (Damasio, 2006; Martino, Kumaran, Seymour, & Dolan, 2006), while they are detrimental in others (Channon & Baker, 1994; Derakshan & Eysenck, 1998).
Regardless of whether or not they are detrimental or helpful, emotions are an important part of persuasion, as emotional states influence a range of relevant functions such as: language interpretation (Eysenck, Mogg, May, Richards, & Mathews, 1991), language processing (Eysenck & Calvo, 1992), judgement (Constans, 2001; Mayer, Gaschke, Braverman, & Evans, 1992), and reasoning (Atran, 2011; Oaksford, Morris, Grainger, & Williams, 1996). More generally, it seems emotions increase attention. These findings indicate the role of emotions is more intricate than first assumed in enlightenment philosophy. Despite its precise role, it remains certain that the incidental emotional state of the person and the integral emotional force of the message play a major part in politics and persuasion.
Finally, logos is the appeal to reasoning and logic. This is the transmission of information through argumentative forms, be they syllogistic, enthymemic, statistical, anecdotal, or any other form. In the rhetorical and philosophical tradition, logos has received considerably more attention than ethos and pathos, mainly due to the fact that social scientists, philosophers, and others are quick to dismiss appeals to the character of the speaker and emotions as immaterial and less serious than appeals to evidence and reason. While this may be true to some extent, it is a moot point if ethos and pathos play significant roles in actual persuasion and reasoning. Ignoring these theoretically or empirically does not make them disappear. If a political campaign can harness the potential of all three modes of persuasion, they can build much stronger messages. The efficiency of these modes does not depend on democratic palatability or philosophical or societal desires.
Aristotle sums up the modes of persuasion: “Persuasion is clearly a sort of demonstration, since we are most fully persuaded when we consider a thing to have been demonstrated. Of the modes of persuasion furnished by the spoken word there are three kinds. […] Persuasion is achieved by the speaker’s personal character when the speech is so spoken as to make us think him credible. […] Secondly, persuasion may come through the hearers, when the speech stirs their emotions. […] Thirdly, persuasion is effected through the speech itself when we have proved a truth or an apparent truth by means of the persuasive arguments suitable to the case in question” (Aristotle, 1995a). While the distinction between the modes is theoretically vital, we shall do well to remember that persuasive messages always will be a mix of modes rather than purified versions of each.
Importantly, the modes of persuasion, although projected by the speaker, do not belong to or reside with the speaker. Instead, the audience subjectively holds perceptions of ethos (whether true or not, some members of the audience may believe the speaker to be just and fair while others might not),9 it subjectively perceives the quality of the argument,10 and feels the degree to which the message affects them emotionally (some may find the suffering of animals deeply unsettling while others might not).11 Of course, the speaker has some power, but must ultimately relinquish a significant amount of control to the subjective interpretation of the audience. This can be a tricky process where speakers fail to comprehend the senses and sensibilities of their audience or the situation. Persuasion is, after all, an art.
The modes of persuasion remind us that persuasion and practical reasoning cannot be contained by strict logic. Going beyond the epistemic field of rhetoric and persuasion, Cicero notes that speech performs other functions than mere information transmission (2003).12 Specifically, he remarks that persuasive speech has three goals: docere, movere, and delectare. Docere means to educate, instruct, or impart information. Movere means to move the audience to a desired emotional state. Finally, delectare means to delight or entertain. Clearly, persuasive functions go well beyond pure information processing. While some may wish persuasion could be reduced to dispassionate information processing, this is clearly not the case. Rhetoric reminds us that we have to understand why persuasion is effective. As we get a deeper appreciation for the psychology of persuasion, we can use these models to design increasingly sophisticated and accurate persuasive messages.
Pundits frequently talk about politicians who can set the agenda, push a topic to the front of the news cycle, and have the power or capacity to control the public discourse or attention. In rhetoric, the concept of the rhetorical situation captures the degree to which a speaker can shape a discursive context—or in turn, be shaped by that context. That is, does the speaker have the capacity to shape the situation or does the situation constrain what she can say or do? According to Bitzer (1998), the rhetorical situation is defined by the exigence (or persuasive problem), the rhetorical audience(s), and any constraints that limit decisions or action. Social conventions, ideological constraints, or the topic-matter can significantly reduce what a person can say (funeral speeches, wedding toasts, and political stump speeches all have conventions). However, the speaker also has the opportunity to shape the situation and set the agenda. Within the rhetorical community, they still debate the dynamic between power to shape and the constraints of the situational conventions (e.g. Benoit, 1994; Consigny, 1974; Vatz, 1998). Surely, the balance between the two is highly context-dependent. For the purpose of this book, it is sufficient to note that the rhetorical situation offers opportunities as well as constraints for the speaker. If a politician understands the rhetorical situation, the audience(s), and the persuasive opportunities, she can use it to her advantage when developing her messages.13
The rhetorical tradition provides valuable insight for the study of persuasion. It gives a rich terminological and conceptual frame through which we can understand and appreciate the challenges of persuasion. The modes (logos, ethos, and pathos) and aims (docere, movere, and delectare) remind us persuasion is broader than information processing, but incorporates the entirety of the message. Further, the rhetorical situation reminds us that persuasion inherently is bound to the context—the politician has to appreciate the social conventions, the psychological make-up of the audience, and the constraints or affordances of a given situation. Each member of the audience will differ in beliefs, preferences, and psychological proclivities.
In simple terms, the persuasive challenge can be understood as the ability to say the right thing at the right time to the person you wish to persuade. Aristotle called this ability kairos. As the rhetorical situation indicates, kairos is fleeting and difficult to achieve. It requires knowledge of the situation and the audience(s) of the persuasive message. The rhetorical tradition provides the conceptual frame for understanding this, but says little of how to achieve this. Comparatively, micro-targeted campaigns (understood as data-driven, psychologically motivated models of individual voters) are designed to enable kairos. Before venturing into more formal models of belief revision in Chaps. 3 and 4, Sect. 2.​4 presents models that use data to inform theories of persuasion.
2.4 Initial Forays into Modelling Persuasion
The rhetorical tradition and Toulmin offer complementary insights into persuasion and practical reasoning. Moving away from behaviourist and Freudian perspectives, researchers began to probe cognitive functions (including persuasion) experimentally and empirically in the 1960s and 1970s. This led to a tremendous growth of valuable findings that inform theories and models of how persuasion works on a psychological level. Conducting scientific experiments, researchers could control and measure how people responded to aspects of persuasive messages in terms of content, attention, and framing. In this section, I present two lines of work that represent important steps in the field of data-driven, experimental studies: The Elaboration-Likelihood Model and Cialdini’s Principles of Persuasion. These move away from the descriptive concepts of rhetoric and towards measurable and testable predictions.
2.4.1 The Elaboration Likelihood-Model (ELM)
The ELM (Petty & Cacioppo, 1986) is a social psychological model that argues two distinct cognitive routes are involved in processing persuasive messages: the central and the peripheral. When processing the message through the central route, the listener elaborates critically and rationally on the content of the message. This requires cognitive effort and may include expected utilities, cost–benefit analyses, logical soundness, quality of the evidence, and so forth. Comparatively, if the recipient does not engage with the message critically, the peripheral relies on shallow cues associated with the message such as the attractiveness of the speaker, a person’s immediate mood, or the production quality of the message. In a rhetorical sense, the central route seems concerned with logos while ethos and pathos seem to be found in the peripheral route. Whether or not the recipient elaborates on the persuasive message depends on motivation, ability, and access to relevant information required to elaborate on the content of the message.
Processing occurs on a continuum of elaboration from low (peripheral route) to high (central route). The continuum may involve various cognitive functions such as attention deficit and fatigue as well as different persuasive cues that may be more or less persuasive depending on the cognitive effort spent on elaborating the message. The ELM further posits that persuasive attempts that successfully pass through the central route should yield more solid gains. That is, beliefs integrated via rational elaboration of the content should take a firmer hold in the person’s belief system and be more difficult to subsequently change or dislodge. Conversely, belief changes caused by shallower cues such as the attractiveness of the speaker function on less solid ground and may be easier to later moderate or forget. In the ELM, a variable can serve multiple roles in persuasion processing. For example, a persuasive message may have rigorously presented evidence that influences content elaboration, but may simultaneously have slick production qualities that influence the peripheral route.
At the core, the ELM predicts that shallow cues sway people if they do not have the motivation or ability to critically elaborate on the message. However, if they do have motivation and ability to elaborate on the content, they are less likely to be swayed by logical fallacies, poor evidence, and cues such as the attractiveness of the speaker. When beliefs are integrated logically, they take a stronger hold than if they are integrated through the peripheral cue.
While solid evidence supports the intuitions of the ELM, the applicability of the model has been questioned (Kitchen, Kerr, Schultz, McColl, & Pals, 2014). For the purpose of strategic campaign management, three issues may cause some difficulties in terms of strategic implementation. First, ELM predictions are directional rather than specific. This makes them hard to quantify concretely. For example, increased elaboration should yield less impact of shallow cues and greater scrutiny of the content of the message. Directional predictions can be measured empirically (e.g. by dividing people into high and low attention groups and measuring their responses to messages with shallow cues), but it does not yield concrete or computationally specific predictions.
Second, the theory does not offer a definite process for choosing between the myriad of possible heuristic strategies (see Sects. 3.​1 and 3.​2 for a discussion of this). In the literature, more than 100 heuristics and biases have been identified, making it hard to know in advance which bias or heuristic is relevant for the persuasive message. If the campaign wants to use the ELM predictively, it needs a computationally specific and quantifiable function for predicting which heuristics and biases will be activated when and why. Without a falsifiable and predictive function, the ever-expanding list of heuristics yields an abundance of observations that can posteriorly fit any data. Finally, the Elm does not provide a clear function for the interaction between the central and peripheral systems (O’Keefe, 2008). This is problematic, as the ELM needs a formal process to integrate the central and peripheral routes to predict how cues with multiple functions will influence belief revision.
The ELM is a significant step from theory-driven approaches to persuasion toward data-driven approaches to persuasion. While predictions are directional, they still allow for measurable and comparable outcomes when testing competing designs of persuasive messages. The model provides compelling evidence that persuasive cues can have different effects on the audience depending on the level of critical engagement, which in turn may be prompted by cues in the persuasive message. This is useful for campaigns when developing persuasive messages. If they assume voters will not engage critically with the message, they may use cues that affect the peripheral system and avoid language or cues that trigger the motivation to elaborate.
Studies based on the ELM (as well as the similar Heuristic-Systematic Model, Chaiken, 1980) provide a collection of empirical results for persuasion in situations where cognitive capacities are under pressure, where the motivation to elaborate on the message is sparse, or where competing cues influence reasoning and decision-making. However, the framework is too informal to generate micro-targeted campaign models, as it lacks quantifiable predictions, explicit processes, and relies on ad hoc heuristic strategies. Nonetheless, they offer a brilliant fan of observations that may form the basis for a formal model of persuasion that can be used in micro-targeting campaigns.
2.4.2 Cialdini’s Principles of Persuasion
Robert Cialdini’s (2007) principles of persuasion are some of the most prevalent and influential social psychological approaches to describe the effectiveness of persuasion strategies. While predominantly describing social aspects of influence, they also touch upon issues like credibility and subjectivity. The persuasive principles are reciprocity, commitment and consistency, social proof, authority, liking, and scarcity. Studies suggest these strategies influence people’s behaviours and responses to persuasion.
Reciprocity refers to the desire or social convention that “…we should try to repay, in kind, what another person has provided for us” (Cialdini, 2007, p. 17). If a person has helped us, reciprocity is the desire to repay that gesture. It engenders cooperation, which is socially beneficial (see Axelrod, 1984), as one person can initiate relationships without undue fear of loss (Cialdini, 2007, p. 30). If we feel a candidate has helped out the community in the past, we are more likely to vote for that person in the future.
Commitment and consistency is the desire to be (or perceived to be) consistent in thought and action. If a person has previously committed to a position (e.g. publicly declaring that she supports charities), she is more likely to also behave in accordance with this at a later date. Socially, we risk losing status or face if people believe we are flip-flopping or inconsistent. Consequently, people have a desire to behave in line with previous behaviours or statements.14 According to studies, the effect persists even if the original motivation for committing to a particular issue has been removed (see Cialdini, 2007). Numerous studies report the effect. Baca-Motes, Brown, Gneezy, Keenan, and Nelson (2012) observe that guests are 25% more likely to reuse towels in hotels if they expressed support for a recycling policy upon check-in. In a meta-analysis, Lokhorst, Werner, Staats, Dijk, and Gale (2013) show that commitment is an effective strategy to induce pro-environmental behaviours more generally.
Social proof is the desire to be part of our surrounding social sphere. As Cialdini writes, “We will use the actions of others to decide on proper behaviour for ourselves, especially when we view those others as similar to ourselves” (p. 142, his italics). Human beings are deeply social animals—we look to each other for guidance, motivation, aspiration, competition, and information. The use of social proof principle suggests we emulate the actions of others in (at least) two ways. First, we observe actions to determine the socially correct norm for a given situation. If we wish to be part of that group, we may emulate observed social customs and norms. Second, we may use the actions of others to determine optimal or appropriate responses for a problem. This can guide strategy, understanding of the social context, and knowledge about the world.
Social emulation has been shown on a neural level as well. The so-called mirror neurones are a neural response, which is “…discharged both when the monkey does a particular action and when it observes another individual (human or monkey) doing a similar action” (Rizzolatti & Craighero, 2004, see also Fadiga, Fogassi, Pavesi, & Rizzolatti, 1995; Iacoboni & Dapretto, 2006). Mirror neurones allow us to represent and mimic the feelings and actions of others. If we see others feel pain, we may feel a shadow of that pain empathetically. While only sparse direct evidence has been monitored in humans (Mukamel, Ekstrom, Kaplan, Iacobini, & Fried, 2010), mirror-like activity, which produces action understanding (Kohler, Keysers, Umiltá, Fogassi, & Rizzolatti, 2002; Montgomery, Isenberg, & Haxby, 2007) and which may be involved in understanding and predicting the actions of others (Ramnani & Miall, 2004) is present in some form in people.
Authority is a tendency to follow the advice of authority figures. If a credible source tells us to do or believe something, we are likely to conform with this advice or suggestion. In a classic study, participants were told to administer electric shocks to another participant to test a new learning model (unbeknownst to the participants, the shocks were fake and the ‘recipient’ was a research assistant, pretending to be electrified when they pressed the button, see Milgram, 1963). Milgram showed that roughly one-third of participants persisted with administering shocks due to the insistence of the authority figure.
In the ELM, authority is described as a shallow cue (Chaiken & Maheswaran, 1994; Petty & Cacioppo, 1984). If the recipient critically engages with the content of the suggestion, it should not matter who provided the suggestion or advice. However, rather than being merely a shallow cue (as in the ELM) or a coercive force (as in Cialdini), reliance on the statements of others can, in many cases, be entirely reasonable and rational. While certainly true that authority is capable of influencing behaviour, Chap. 4 explores this function from a rational perspective.
Liking is the desire to emulate or follow people we like or admire. Advertising relies on this when using celebrity endorsements for products even when the celebrity has no expertise in that area. The ELM studies that show people are more likely to increase their attitudes positively if an attractive person presents the evidence supports this principle. In addition, studies show that likeable facial features influence decisions in trust games (Rezlescu, Duchaine, Olivola, & Chater, 2012).
Scarcity works on the availability of the resource. The principle states that “…opportunities seem more valuable to us when their availability is limited” (Cialdini, 2007, p. 238). If a desired resource is scarce, we are more likely to seek out and acquire this resource (even if we do not necessarily need it, but out of fear that if we do need it in the future, it might be gone). Aside from influencing behaviour and our choices, scarcity can also influence how we perceive other people. Studies have shown that people are more likely to identify bi-racial faces as black if they are primed to think of harsh economic scarcity (Rodeheffer, Hill, & Lord, 2012; Krosch & Amodio, 2014—while these studies argue scarcity limits in-group/out-group perceptions, Pilucik & Madsen, 2017 argue scarcity may increase stereotyping). In general, scarcity has wide-ranging implications for economic decision-making and social structure (Mullainathan & Shafir, 2014).
Cialdini’s principles are powerful social factors that may influence people’s beliefs or behaviour.15 Influence, in this perspective, is grounded in social norms, the actions of others, and cultural expectations. The social network and actions of others are pivotal points in the third part of the book, which presents so-called agent-based models as a way to implement micro-targeting campaigns dynamically. The move toward dynamic agent-based micro-targeted models is crucial, as social networks show the limitation of analytic campaigns that build models of each voter in isolation from its social network (see Madsen, Bailey, & Pilditch, 2018).
Cialdini’s principles offer extensive empirical studies that compare observed data (outcomes) against interventions (strategic use of the principles). However, much like the ELM, the principles lack formal functions to predict how and the degree to which interventions will influence people. To build increasingly precise models of persuasion, we have to move from outcome-based findings (what has happened) to process-oriented and hypothesis-driven models (why something happened). That is, we need reproducible persuasion models that are quantifiable and can be tested empirically. These models are needed to develop and use data-driven micro-targeted campaigns, as these pick out the relevant voters by linking voter features (personality, social networks, beliefs, etc.) with model predictions of persuasive success.
2.5 The Need for Formal Models of Persuasion
Toulmin’s model, the rhetorical tradition
                
              , the ELM, and Cialdini’s principles give a valuable theoretical and empirical framework for conceptualising key elements of persuasion and to describe how strategies and cues may influence belief revision and behaviour. The framework shows that persuasion is a multifaceted challenge for any speaker, as the persuasive situation influences the interpretation and the impact of the message, the message framing influences choice and probability perception, and the subjective experiences of each listener impacts how that person sees the quality of the argument and the credibility of the speaker. One message may appeal to a particular subset of the electorate but may cause other people to turn away from that candidate. The models all point to the fact that persuasion and persuasive success is driven in part by individual differences, subjectivity, and context.
While the various theories and models differ in concepts, elements, and descriptions, there are significant overlaps in their observations. Rhetoric and Cialdini point to the importance of identification for persuasive success. The ELM, rhetoric, and Cialdini all identify the perceived character of the speaker as an important factor of persuasion. The ELM and rhetoric further highlight the importance of the content of the message in persuasion and choice. Finally, rhetoric and Cialdini both point to the importance of context through the rhetorical situation and social proofs. Given the relative independence of the disciplines historically and presently, these observations and conceptual themes seem remarkably stable.16 Of the descriptive theories, rhetoric provides the broadest framework for persuasion. It integrates strategic concerns (persuasive modes and aims), contextual concerns (the rhetorical situation and genre), and epistemic concerns (practical argumentation and reasoning). Comparatively, the ELM studies the impact of message cues while Cialdini’s principles test how social conventions impact behaviour.
Exploring descriptive approaches to persuasion can be instructive for people who want to run campaigns that aim to change the beliefs and behaviours of an audience. First, as noted, persuasion cannot be reduced to statements about the world that can be checked for veracity. Rather, it is negotiated, performed, and unfolding and includes other types of statements. This is also true for political persuasion, as this deals also with values, opinions, and predictions. Second, persuasive messages cannot be reduced to the logical content of the message, but will always include the source of that message and the emotional connotations inherent within the message. Third, persuasion is highly contextual. What works at one point in time may not work again in a different socio-cultural setting or with the same electorate—it would be laughable if a candidate repeated Obama’s successful Hope campaign, as this has been done before. Thus, even if it worked once, that specific strategy may not work again. This is partly due to the fact that the rhetorical situation may change. To some degree, the speaker may shape it, but to some degree, it shapes the speaker. In general, replicating past campaigns is risky. If the political landscape has changed since the previous election, past strategies may be bad predictions for the present.
On the whole, practitioners of persuasion aim at kairos. That is, the ability to say the right thing to the right person at the right time. This may seem like a trite truism (of course, saying the right thing is an aim for a political candidate). However, as models of persuasion become increasingly accurate, data-driven models can approximate the best strategy. In this book, we explore how data analyses and formal models can inform micro-targeted strategies, which may help the speaker achieve kairos by fitting messages that are tailored to people’s psychological profiles, subjective beliefs, and position in the social networks.
To go beyond gut feelings and reliance on past successes, we need formal models that quantifiably describe why a message is persuasive. While informal models and theories increase our general understanding and provide a terminological apparatus for critical analysis, they cannot provide specific predictions for generating and running effective micro-targeting election campaigns. For example, studies have identified dozens of relevant heuristics such as confirmation bias (Nickerson, 1998; Trope & Bassok, 1982; see also Westen, Blagov, Harenski, Kilts, & Hamann, 2006; Taber & Lodge, 2006 for political research into this bias). However, this does not operationalise how and when humans search for information. If a campaign desires to make use of heuristics or bias, it requires a formal model of information search, belief integration, and decision-making that goes beyond description and toward prediction
                
              .
Formal and computationally specific modelling offers significant advantages compared with informal descriptions or general and directional predictions. First, it allows modellers and campaigners to make predictions that go beyond just-so stories where labels or descriptions are posteriorly fitted to observations. Snarkily, we may refer to this as avoiding the pundit trap. Few pundits predicted the 2008 crash, the 2016 Brexit referendum, or the 2016 election of Donald Trump, but an abundance of pundits were ready to provide surprisingly simple and clear-cut explanations as to why these outcomes were expected only days after the fact. Second, formal models allow for specific rather than directional hypothesis testing. For example, the ELM predicts that authority should be less persuasive as voters increase elaboration, but does not specify how much less. Comparatively, formal models, such as the Bayesian source credibility model presented in Chap. 4, provide quantifiable predictions as to how much a voter should revise her belief when faced with a statement from the candidate. In addition, it can be difficult to capture the breadth of the electorate in directional or descriptive models. Instead, formal models naturally allow for representation of voter heterogeneity and their position within dynamic social networks.
Computational models enable comparisons of expected efficiency. Campaigns have limited campaign funds. Consequently, it must optimise the effect of each pound. Models that quantifiably predict the likelihood of persuasive success, the expected impact of that voter on the election, and the likelihood of getting him to turn out on Election Day can determine campaign funds are justifiably spent on that voter. Informal, directional models do not offer the same comparative power. If the formal model accurately predicts belief and behavioural response to an intervention, a formal model is a tool for optimising spending and choosing between strategies.
Formal models can be scruffy and neat. Scruff models serve a specific purpose and are optimised to solve that problem. If Apple needs a face recognition tool to unlock a phone, they are not necessarily concerned with the generalisability of that code. Rather, they want the function to work for that task. In comparison, neat models look for underlying, generalisable mechanisms that can be transported onto other tasks. If scientists propose a model of human information integration, the model has to be able to predict and account for integration across a variety of tasks.
Election campaigns tend to be scruffy, as the principle concern is to develop a model of the electorate that fits that specific election. If the electorate happens to only care about the economic position of a candidate and nothing else, the campaign should not include any other variables or collect any other data for the electorate of that election, as it would introduce irrelevant variables. Of course, most electorates are comprised of people with complex and highly heterogeneous desires, beliefs, and aims. Therefore, a campaign must understand and model that electorate to achieve success in that election. However, while they are scruffy in nature, campaigners may uncover deep insights into general principles that can be used in future campaigns. As such, the scruffy aim may unearth neat insights. More generally, scruffy hacking of election campaigns may benefit tremendously from underpinning their hacks with neat models drawn from cognitive sciences.
This book explores how it is possible to model an electorate formally, how to use formal models to inform micro-targeted strategies, and how to apply individual-oriented, analytic models of voters in dynamic, agent-based models to capture the strategic value of social networks. While the book advocates a formal approach to persuasion and campaign management, informal theories and models are invaluable.
If we want accurate and useful descriptive, critical, and predictive models and theories of persuasion, we have to use multiple methods. This book discusses how micro-targeted campaigns, through the use of data and psychological insight, can yield desired persuasive effects regardless of whether or not it is socially desirable (Chap. 12 discusses ethical and social aspects of money in politics and asymmetry in access to data). We are concerned with micro-targeting campaigns as a functional tool rather than exploring them through a socially critical lens. The models and theories in the book should be seen in this light. Conflating studies on effect with studies on what is socially or ethically desirable conflates different, though related issues. As a comparison, rhetorical criticism can illuminate ethical issues aspects of persuasion and political campaigns that effect-oriented models like the ones discussed in this book do not consider (Foss, 2004).
2.6 Chapter Summary
Persuasion is a complex and rich phenomenon. As long as people benefit from being able to change the beliefs of others, it will be an integral part of any society. Through history, persuasion has predominantly been explored theoretically and via qualitative observations. This is best exemplified in the field of rhetoric, quite literally ‘the study of persuasion’. Aristotle, the father of rhetoric as an academic discipline, described it as the counterpart or ‘sister discipline’ to logic. Where logic traditionally deals with deduction and statements that are assigned some truth-value (even if it is probable rather than definite), rhetoric deals with practical reasoning and aspects of life that go beyond factual statements and their veracity. This does not mean rhetoric is shallow or empty speech—rather, it is the study of how people form their beliefs about an uncertain world and how these provide the foundation for individual decision-making (e.g. the choice of a candidate in an election) and societal action (e.g. whether or not to go to war). It is a shame when people conflate the rich rhetorical tradition with any empty statements. The latter is part of rhetoric, but the discipline is so much more.
Rhetoric, as the art of persuasion for good or evil, is obviously part of the political world. Political statements are multi-faceted and cannot be reduced to a logical fact-checking exercise—even if we wanted to. Aside from factual statements, politics is concerned with predictions and counterfactuals, with opinions and hopes, and with deeply held values, all of which can have emotional valence. Further complicating politics, available evidence is often noisy, incomplete, or disputed. Amalgamating these observations, we can see that political statements are up for abductive negotiation. The voter has to decide which candidate provides the most compelling case, which sources can be trusted to provide accurate and reliable information about an issue, and which candidate earnestly represents values or social desires which the voter wants represented in government. This is no easy matter in a deliberative system. How voters perceive evidence is grounded in their subjective histories, what they believe about the world prior to hearing the new information, and their perception of the credibility speaker.
At an epistemic level, political persuasion is nebulous and less constrained than most other fields. At a practical level, this is made even more complex by the fact that speakers often do not seek the truth, but rather power. Politics is not an idealised interrogation of evidence (as we might like it to be), but it is also a fight for the right to direct society ideologically and through legislation.
In an idealised marketplace of ideas (the Enlightenment concept underpinning deliberative democracies), honest and forthright people share information and ideas; these are then evaluated against the best available evidence, and the best ideas float to the top while the bad ideas sink to the bottom. In reality, however, this is probably a naïve assumption and cannot be expected, as intentions are not necessarily to find the right answer, but the line that will put one closer to a goal of political influence.
While there are fortunately many idealistic and evidence-led politicians, many are oriented toward maximising personal and party influence. Whether for idealistic or opportunistic reasons, politicians want voters to believe they share their deep values, societal desires, and fundamental beliefs (through earnest or fabricated acts of identification), make voters believe they are trustworthy and competent, make voters believe their statements are the best estimate of reality and make them believe their opponents are the opposite of all of this. This is a constant negotiation between voters, competing politicians, and any other entity that wants to participate and shape public opinion.
Due to the subjective nature of how evidence is perceived and the considerable amount of uncertainty in practical reasoning, political statements are best described and modelled as more or less probable rather than true or false (although, in the cases where statements can be fact-checked and verified, they most certainly should be). Throughout the book, this subjective probabilistic approach will be the foundation of how to approximate individual reasoning, perceived source credibility, and personal psychological features.
Persuasion cuts across many disciplines such as rhetoric (what works), philosophy (what is likely to be true or probable), language studies (how do stylistics changes function), and sociology (what are the cultural norms). Given this complex nature, it is hardly surprising that most theories are ad hoc and descriptive rather than specific and predictive. Descriptions are great, but often only happen after the fact (e.g. pundits scrambling to explain why Donald Trump won the election many of them had predicted would go to Hillary Clinton prior to November 2016).
To move beyond post hoc descriptions, the past decades have seen an explosion in formal modelling of subjective reasoning concerning evidence, credibility, and decision-making. These models are mathematically provable, empirically testable, and can be parameterised to represent a heterogeneous voting population. The rest of the book explores the possibility for modelling the electorate from a formal perspective, how to use such models strategically through micro-targeting campaigns, and how to implement individual-oriented models of voters in dynamic, agent-based models to capture the strategic value of social networks.
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Footnotes
1While counterfactuals may sound complicated, we are constantly exposed to them in other areas such as sports (if Ronaldo had been entirely fit for the final, Brazil would have won the 1998 FIFA World Cup). They are so ubiquitous that we hardly notice when commentators make them.

 

2A brief timeline of rhetoricians and rhetorical theory is provided in Appendix.

 

3On a broader point beyond the scope of the current book, the study of rhetoric and speeches is a fascinating and enriching topic. I hope that rhetorical theory might be rehabilitated in British universities in the future.

 

4Due to Plato’s criticism, we still conflate sophists (and rhetoric) with empty speech. In later dialogues such as Phaedrus, Plato softened his criticism of rhetoric and rhetoricians (2009).

 

5For example, will the stock market crash in a month? Will England win the 2022 World Championship in football? Will Donald Trump win re-election in 2020?

 

6Hence, Aristotle’s famous opening remark in his treatise on rhetoric: “Rhetoric is the sister discipline to dialectics [logic]” (Aristotle, 1995a)—comparatively, Aristotle provided a treatise on dialectic theory in the 6-book series Organon (Aristotle, 1995b, 1995c, 1995d, 1995e, 1995f, 1995g).

 

7All emphasis is mine. See Foss et al. (2002) for a presentation of influential rhetorical theorists of the twentieth century.

 

8While this is a nice ideal, we shall explore a variety of reasons why this is not the case in practical deliberative democracies, as people may lie, be less-than rational, and bottom-up information flow may distort reasoning processes.

 

9The persuasive function of the speaker’s credibility is explored in more detail in Chap. 4.

 

10The subjective nature of belief revision is explored in more detail in Chap. 3.

 

11While the book does not discuss the relationship between emotions and belief revision in detail, some comments are provided in Chap. 5.

 

12Related to this classic insight, philosophers and linguistics argue that language is performative rather than just a function to transmit information, as it can perform acts and be a social signalling force as well as a vehicle for argumentation and information (see Austin, 1961; Carston, 2002, 2009; Grice, 1989; Searle, 1969; Sperber & Wilson, 1995).

 

13The identification of rhetorical genre theory extends this field (Foss, 2004; Hart & Dillard, 2001; Jamieson & Campbell, 1982). While Aristotle noted three main genres: judicial, political, and epideictic, rhetoricians have explored multiple genres such as inaugural speeches and public apologies (Downey, 1993; Kramer & Olson, 2002; Simons, 2000; Villadsen, 2002; Ware & Linkugel, 1973).

 

14The principle seems to discourage learning, as people may behave differently upon learning more about an issue or when experiencing the consequences of an action. Nonetheless, the desire to be seen as consistent can supersede this. In a deliberative democracy, it is especially ironic that politicians who change their minds are described as flip-floppers, when they might have been swayed by arguments or evidence contrary to their original position. However, such is life for a public persona.

 

15Recently, Cialdini has suggested a seventh principle: unity (Cialdini, 2017). This argues that people are more likely to follow advice or beliefs if they identify with the speaker. This principle bears a striking resemblance to the rhetorical concept of identification (Burke, 1969a, 1969b; Herrick, 2012).

 

16Most studies, models, and theories of persuasion are culturally biased, as they tend to be conducted in or focus on Western deliberative democracies. The problem reaches beyond persuasion studies, as most psychological and social scientific participants are from Western, Educated, Industrialised, and Rich Democracies (Henrich, Heine, & Norenzayan, 2010). Consequently, their universality is questionable. Cross-cultural studies are necessary to test the limits of the theories, models, and assumptions (see e.g. Hornikx, 2005 for studies on cultural differences in persuasion).
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As we go through our daily lives, we constantly update our beliefs, big and small. If you are waiting for the bus and a person next to you tells you the route has been delayed due to a traffic accident, you can make alternative plans to get home. This is a minor revision with relatively small implications. Comparatively, if someone finds out their partner is cheating on them, it can have major ramifications. Common to both examples is the fact that we can assess new information, update our beliefs, and plan our actions accordingly. If political campaigns can understand and predict how voters assess and integrate new information, they can optimise their messaging.
On the surface, people can appear completely different. Some people love music from Motown while others prefer Bach or Bob Dylan, some adore long walks in nature when others could not be forced to go to the Scottish Highlands for neither love nor money, and people pursue a multitude of hobbies that might not appeal to others. Besides goals and activities, people seem to have completely different personalities—one person is the life of the party whilst another shuns the spotlight; one is impulsive where another abides religiously by rules and regulations.
In the realm of politics, these differences can be profound—one person may believe lowering taxes for the very rich will cause a trickle-down effect that benefits the economy whilst another believes lowering taxes for the richest will lead to increased inequality, tax havens and stagnation of the national economy. Indeed, politics and deliberative democracies are built on the fact that people differ in their beliefs about the world, in their ideological background, and in the effectiveness to achieve political aims such as reducing crime or poverty.1
More interestingly, however, we are constantly faced with people who see the same evidence as we do but reach different conclusions. At the time of writing (April 2019), the USA remains mired in a debate over climate change while most climate experts (~97%) agree it is happening and that humans directly influence it (see Lewandowsky, Cook, & Lloyd, 2016; Lewandowsky, Gignac, & Oberauer, 2013; Lewandowsky, Gignac, & Vaughan, 2013). Despite this, Hahn, Harris, and Corner (2015) show that within the USA, only 42% of the population believes that most scientists are in agreement about these issues. Despite having access to the same data and the same arguments, the studies suggest that a large portion of the American public hold beliefs that are unaligned with the current position of substantial expert consensus. For people who believe in climate change and know that scientists largely are in agreement on this issue, it can be challenging to understand how sceptics can maintain their belief. This may lead to name-calling and accusations of irrationality, bias, or wilful blindness.
Indeed, given such substantial disagreement (at times with seemingly established facts), it is tempting to conclude that other people are wrong, irrational, or just plain stupid. Rather poignantly, Turgenev describes this intuition in Fathers and Sons where the young nihilist, Bazarov, exclaims: ‘man is capable of understanding everything—the vibration of ether and what’s going on in the sun; but why another person should blow his nose differently from him—that, he’s incapable of understanding’ (1861, pp. 227–228). Indeed, it is not only tempting to conclude that other people are wrong, but also that the differences stem from essential traits in other people (e.g. when people call conspiratorial people ‘nuts’ or ‘crazy’).
While such instincts are easy to understand, they may be based on a short-sighted, outcome-based view. As will be a trait throughout the book, what appears as different outcomes may result from identical (or highly similar) deep structural processes. In other words, people may currently hold different beliefs, but their methods of reaching them may be the same.
Imagine two people, John and Richard. John grows up in a small town in a rural part of England; Richard grows up in Brixton, London. John reads embellished or sensationalist reports and hears alarming news about supposed rising crime rates in large, urban cities, while Richard experiences life in the midst of London. If John and Richard were surveyed about the potential dangers of living in a big, urban city like New York (which has many similarities to London), they may provide entirely different responses. These differences of opinion, however, are not necessarily due to essential or innate differences between John and Richard in terms of processing capacity or cognitive functions, but could potentially be traced back to their exposure to dissimilar experiences (or put otherwise: different information), the information they got from their social networks, and the newspapers they read.
Yet, looking only at superficial differences, the survey may conclude that there are fundamental differences between the two (e.g. John is more risk-averse than Richard). Exploring skin-deep differences in outcome may even lead to sensationalist reporting that claims inherent differences between different ‘types’ of people, which may in turn fuel more divisions and suspicions. However, such an assumption may be contaminated by the time of questioning. For example, if they were surveyed when they were children, they may have given similar answers. Thus, while it may be true that John estimates the dangers of large cities as higher when compared with Richard, this difference in outcome may be the result of similar deep structural processes. That is, John and Richard are fundamentally the same, but accidentally different.
This simple example points to a deep disparity between two types of approaches. The outcome approach investigates effects (e.g. beliefs, attitudes, behaviours) between groups of people (e.g. Liberals and Conservatives; people who live in rural or urban areas) at a given point in time or given a specific experimental manipulation. This approach can help analysts describe how attitudes or personality types differ between groups and also within groups for some point in time for some reason. The process approach looks to the deeper, structural level to explain why outcomes may occur. For example, attitudes that seem very dissimilar might stem from identical processes that have been activated in different ways (e.g. through subjective experiences). Both of these psychological approaches are valuable to political campaigns, as they offer diverse ways of formally modelling and predicting how people form, maintain, and change their beliefs about the world.
As discussed in Sect. 3.3, the outcome approach is ‘quick and dirty’, but may misunderstand why people think the way they think (e.g. false essentialism), which can lead to mistaken strategic choices. The process approach is more labour-intensive, but gives deeper knowledge and thus a more informed way of targeting people. The most relevant approach typically depends on the insight the campaigner is trying to gain.
Analyses based on the outcome approach may reveal that a segment of the voting population might respond favourably to evidence that is connected with civic pride. If these voters have been correctly identified, campaigns can use this observation to specify messages that play on their prior beliefs in this issue and link this belief with the preferred campaign. Analyses based on the process approach may reveal that some voters might be fearful. While such feelings can be manifesting themselves differently (e.g. fear of crime, fear of an economic crash, or fear of social exclusion), they may share a common psychological profile. If a segment of the voting population is guided by fear (in whichever way it manifests itself), the campaigner can latch on to this and design messages (either for the preferred candidate or as an attack ad against the opponent) to tap into this feeling.
This chapter discusses how people engage with new information and update their beliefs. In Sect. 3.1, we focus on analyses based on the outcome approach and discuss some evidence that suggests people are potentially irrational and difficult to predict. This underlines the limitation of the outcome approach. Section 3.2 presents dual-process theory as a bridge to the discussion of the process approach in Sect. 3.3. Sections 3.4, 3.5, 3.6, 3.7, and 3.8 will then move to a Bayesian approach to process modelling that can provide campaigners tools for deeper understanding and prediction of people’s beliefs and how they would update their beliefs given new information. We explore how modelling subjective reasoning can lead to insights into why voters may end up having entirely different beliefs and decisions even though they follow the same belief revision principles.
3.1 The Outcome Approach: Reasoning and Decision-Making
Initially, it may seem that humans are too erratic and unpredictable to model and capture. Each person appears unique in his beliefs, decisions, and personal quirks. Despite this, cognitive and social psychology, as well as adjacent disciplines such as marketing and behavioural economics, has advanced our understanding of reasoning and decision-making over the past several decades. At the beginning of this endeavour, the understanding was driven by categorisation of reasoning types, reasoning errors, and decision strategies. Over the years, these studies have provided numerous observations that catalogue human reasoning, memory, decision-making, and language processing. These studies are an important input for the outcome approach to political campaign design. Developing a catalogue of observations for reasoning and decision-making that is empirically testable and reproducible is paramount, as it offers researchers and campaigners justified motivation for designing and testing persuasive messages. This book is not an attempt to review these studies, however, since they are not directly applicable in micro-targeting campaigns. This section will, on the contrary, point to some limitations of the more superficial outcome approach by looking at some of the heuristics and biases that have been identified in previous research (see e.g. Kahneman, 2011 for an in-depth overview).
Several studies explore how people use information and the inferences they may draw from given information. One such study looks at the so-called conjunction fallacy (also known as the Linda fallacy, Tversky & Kahneman, 1982). Consider the following description of Linda.Linda is 31 years old, single, outspoken, and very bright. She majored in philosophy. As a student, she was deeply concerned with issues of discrimination and social justice, and also participated in anti-nuclear demonstrations.

Given this description, which of the following statements are most likely?	1.Linda is a bank teller

 

	2.Linda is a bank teller and is active in the feminist movement

 



When asked to choose, most participants chose option 2 despite the fact that the probability of two events both occurring can never be higher than the either event occurring in isolation. That is, P(bank teller ∧ feminist) ≤ P(bank teller). This led Kahneman to argue that people suffer from extension neglect (Kahneman, 2000) where they fail to properly extend the consequences of arguments.
The literature has seen extensive debate on the cognitive mechanisms and linguistic phenomena that lead to the conjunction fallacy. Hertwig and colleagues argue that people are less likely to commit the fallacy when it is expressed in natural frequencies (Hertwig & Gigerenzer, 1999; Mellers, Hertwig, & Kahneman, 2001), researchers disagree on the understanding of the ‘and’-conjunction (see Hertwig, Benz, & Krauss, 2008 and Tentori & Crupi, 2012 for opposing views), and data suggest that the fallacy is diminished when people perform the task in groups (Charness, Karni, & Levin, 2010).
Regardless of the interpretation or explanation, the research suggests that we cannot expect people to respond straightforwardly to objective probabilistic information (although, as we shall see in Sects. 3.4, 3.5, 3.6, 3.7, and 3.8, they may be approximated using subjective probabilistic mathematical tools).
Other studies have explored how we make decisions. From a purely objective and decontextualised decision-making perspective, we should evaluate losses and gains as equally bad/good. For example, if someone asks you to bet on a coin flip (conducted with a fair coin), you know the likelihood of winning is 50/50. If the person offers you £1 if you win and wants £1 if you lose, you can expect to neither lose nor gain money over a series of bets. From an objective perspective, you should be indifferent to this bet and be as likely to take it as to leave it. Indeed, orthodox economics may describe people as perfectly informed, rational profit-maximisers where gains and losses may be equally weighted. Exploring whether this holds true, research into decision-making shows that people weigh losses higher than gains (dubbed ‘loss aversion’, see e.g. Martino, Kumaran, Seymour, & Dolan, 2006; Kahneman, 2011). This finding seems intuitively right, as losing £50 unexpectedly probably causes more irritation and pain than joy and happiness following from gaining £50 unexpectedly. In these studies, researchers tap into the fundamental way that people evaluate gains and losses and how this might influence their eventual decisions. Figure 3.1 shows the relative weight of gains and losses.[image: ../images/453636_1_En_3_Chapter/453636_1_En_3_Fig1_HTML.png]
Fig. 3.1Gains and losses (prospect theory)


The framing of options also plays a major part in what people decide to do. In a famous study, participants were told a disease had broken out, and that they had to choose between two possible policies. Both policies would have the consequence that of a total population of 600, 200 people would survive and 400 people would die. When presented with policy 1, group A respondents were told how many people would be saved and survive whereas group B would be told how many would die. When presented with policy 2, respondents were presented probabilities of death/survival rather than actual numbers. Half of the participants saw the choices in scenario A framed as gains and the other half the choices in scenario B framed as losses (see Table 3.1).Table 3.1Asian disease problem (Tversky & Kahneman, 1982)


	Group A
	Group B

	Policy 1. 200 people will be saved (72%)
	Policy 1. 400 people will die (22%)

	Policy 2. There is a 1/3 probability that 600 people will be saved, and a 2/3 probability that no people will be saved (28%)
	Policy 2. There is a 1/3 probability that nobody will die, and a 2/3 probability that 600 people will die (78%)




Importantly, the consequences of policy 1 in both groups are mathematically identical, as are the consequences of policy 2. The only difference is the framing of the options. Despite the similarity, the participants reacted very differently to the choices. When the programmes described the number of lives that would be saved, the participants chose the safe option (policy 1). However, when the framing focused on the lives that would be lost (a loss frame), participants overwhelmingly preferred the risky option (policy 2).2
The literature is awash with heuristics and biases and provides a litany of relevant and useful observations for researchers and campaign managers because they point out some important limitations of outcome-based analyses in which voters are surveyed about their beliefs, attitudes, etc. Some of the studies listed in Table 3.2 show that people do not always adhere to objective and decontextualized models of reasoning and decision-making.Table 3.2Examples of observed heuristics and biasesa
                        
                      


	Memory biases
	Insufficient processing time
	Insufficient information
	Too much information

	
                          Fading affect effect bias
                        
(Gibbons, Lee, & Walker, 2011; Noreen & Macleod, 2013; Walker & Skowronski, 2009)
	
                          Backfire effect
                        
(Nyhan & Reifler, 2010; Sanna, Schwarz, & Stocker, 2002; Wood & Porter, 2018)
	
                          Halo effect
                        
(Lachman & Bass, 1985; Nisbett & Wilson, 1977; Rosenzweig, 2014)
	
                          Base rate fallacy
                        
(Barbey & Sloman, 2007; Bar-Hillel, 1980; Kahneman & Tversky, 1985; Koehler, 2010)

	
                          Negativity bias
                        
(Baumeister, Finkenauer, & Vohs, 2001; Rozin & Royzman, 2001)
	
                          Belief bias
                        
(Andrews, 2010; Evans, Handley, & Bacon, 2009; Roberts & Sykes, 2003)
	
                          Zero-sum bias
                        
(Meegan, 2001; Rozycka-Tran, Boski, & Wojciszke, 2015)
	
                          Attentional bias
                        
(Bar-Haim, Lamy, Pergamin, Bakersman-Kranenburg, & IJzendoorn, 2007; Drobes, Elibero, & Evans, 2006; Mogg, Bradley, & Williams, 1995)

	
                          Google effect
                        
(Sparrow, Liu, & Wegner, 2011)
	
                          Ambiguity bias
                        
(Frisch & Baron, 1988; Ritov & Baron, 1990)
	
                          Authority bias
                        
(Eemeren, 2010; Milgram, 1963)
	
                          Observer effect
                        
(Sackett, 1979)

	
                          Primacy/recency
                        
(Glenberg et al., 1980; Marshall & Werder, 1972)
	
                          Endowment effect
                        
(Beggan, 1992; Kahneman, Knetsch, & Thaler, 1990; Morewedge & Giblin, 2015)
	
                          Cheerleader effect
                        
(Osch, Blanken, Meijs, & Wolferen, 2015; Walker & Vul, 2013)
	
                          Availability heuristic
                        
(Schwarz et al., 1991; Tversky & Kahneman, 1973; Vaugh, 1999)

	
                          Duration neglect
                        
(Ariely & Loewenstein, 2000; Morewedge, Kassam, Hsee, & Caruso, 2009)
	
                          Sunk cost fallacy
                        
(Heath, 1995; Sleesman, Conlon, McNamara, & Miles, 2012; Staw, 1997)
	
                          Stereotyping
                        
(Devine, 1989; Operario & Fiske, 2003)
	
                          Conservatism bias
                        
(Edwards, 1982; Oechssler, Roider, & Schmitz, 2009)

	
                          Hindsight bias
                        
(Hoffrage & Rüdiger, 2003; Roese & Vohs, 2012; Rüdiger, 2007)
	
                          Status-quo bias
                        
(Haselton & Nettle, 2006; Kahneman, Knetsch, & Thaler, 1991; Samuelson & Zeckhauser, 1988)
	
                          Hot hand fallacy
                        
(Gilovich, Tversky, & Vallone, 1985; Koehler, 2003; Raab, Gula, & Gigerenzer, 2011)
	
                          Anchoring effect
                        
(Epley & Gilovich, 2005; Furnham & Boo, 2011; Simmons, LeBoeuf, & Nelson, 2010; Wilson, Houston, Etling, & Brekke, 1996)

	
                          Source confusion
                        
(Henkel & Coffman, 2004; Zaragoza & Lane, 1994)
	
                          Decoy effect
                        
(Dimara, Bezerianos, & Dragicevic, 2017; Frederick, Lee, & Baskin, 2014; Meng, Sun, & Chen, 2018)
	
                          The ostrich effect
                        
(Galai & Sade, 2006; Karlsson, Loewenstein, & Seppi, 2009)
	
                          Naïve realism
                        
(Robinson, Keltner, Ward, & Ross, 1995; Ross & Ward, 1996)


aThe table is incomplete and merely provides a snapshot of the most common heuristics and biases. In the literature, 100+ heuristics and biases have been identified



An anthology of observations, however, is only the first step into accounting for and describing how people reason and make decisions. For example, they do not tell us if the observed differences are due to innate traits (e.g. personality, cognitive capabilities) or if they are somehow learnt (the age-old nature vs. nurture debate). Regardless, heuristics offer a good starting point for cognitive psychology as a set of useful tools and insights for campaigners. Considering the above-mentioned limitations, it is possible to explore, describe, and potentially predict fundamental reasoning strategies. Experimental psychology offers methods to collect and test the relevant heuristics for campaigns. Specifically, they can guide simple heuristic persuasion strategies. For example, if people generally suffer from loss aversion and are sensitive to the framing of arguments, campaigners should aim to frame their own positions as gains and the opponent’s position as losses or risks. The predictive value of these strategies would then come from empirical corroboration such as A/B-tests or other forms of data collection (see Chaps. 6 and 7).
As isolated annotations, the observations lack a theoretical foundation and are descriptive in nature. One can think of the ever-expanding list of heuristics as akin to pre-Darwinian biology where researchers collected observations of natural phenomena with no guiding theoretical causal explanation (e.g. observing significant differences between birds with very distinct beaks without the theory of natural selection to explain why and how these differences emerged). The following section describes an initial framework within which we can appreciate the observations.
3.2 Dual-Process Theory: Heuristics and Biases
The ever-increasing anthology of reasoning
                
              
                
               and decision-making observations gives researchers and campaigners an initial roadmap to understanding voters’ belief revision and decision-making. However, a catalogue of observations offers little theoretical foundation. To go beyond merely observing departures from objectively imposed ‘correct’ decisions, psychologists proposed a dual-process theory of cognition (Stanovich, 1999).
As the name suggests, dual-process models divide cognition into two distinct systems of belief revision and decision-making: system 1 has been labelled associative (Sloman, 1996; Smith & DeCoster, 2000), heuristic (Evans, 2006, see also Evans, 2003), reflexive (Lieberman, 2003), and holistic (Nisbett, Peng, Choi, & Norenzayan, 2001). Comparatively, system 2 has been described as rule-based (Sloman, 1996; Smith & DeCoster, 2000), analytic (Evans, 2006; Nisbett et al., 2001), and reflective (Lieberman, 2003). Thaler and Sunstein (2008) provide a table of adjectives associated with the systems (Table 3.3). Regardless of label variation, system 1 is “unconscious, rapid, automatic, and high capacity” processes whilst system 2 is “conscious, slow, and deliberative” (both quotes, Evans, 2008, p. 256).Table 3.3Two cognitive systemsa


	System 1
	System 2

	Uncontrolled
	Controlled

	Effortless
	Effortful

	Associative
	Deductive

	Fast
	Slow

	Unconscious
	Self-aware

	Skilled
	Rule-following


aThe table is from Thaler and Sunstein (2008, p. 22)



Kahneman (2011) describes system 1 as providing “…the impressions that often turn into your beliefs and is the source of the impulses that often become your choices and your actions” (p. 58). The main function of this system is to “…maintain and update a model of your personal world, which represents what is normal in it” (ibid., p. 71, my italics).
The framework leads to predictions of belief revision and decision-making. First, if someone has little time to process information, they are more likely to use intuitive and associative functions such as implicit association. Second, if people have little or no incentive to elaborate on and deeply consider the message, they are also more likely to use associative functions such as belief bias (Evans et al., 2009). Incentives can be internal (e.g. high interest in politics may cause people to focus more on political messages) or external (e.g. making payments performance-linked may incentivise people to avoid reasoning and decision-making mistakes). The dual-process framework is useful for campaigners, as it allows systematic exploration of the heuristics and biases as well as a motivation for targeting specific incentive structures or people with a proclivity for elaboration (or no elaboration).
Two of the most prominent psychological theories of persuasion build on the dual-processing framework: the Elaboration Likelihood Model (
                
              ELM, Petty & Briñol, 2008; Petty & Cacioppo, 1986; Petty, Cacioppo, Strathman, & Priester, 2005; Petty & Wegener, 1999; Petty, Wheeler, & Bizer, 1999) and the Heuristic-Systematic Model (HSM
                
              , Chaiken, 1980; Chaiken, Liberman, & Eagly, 1989; Kim & Paek, 2009; Ratneshwar & Chaiken, 1991). In line with dual-process accounts, these models argue that system 2 has the potential to “…suppress the occurrence of heuristic processing” (Chaiken & Maheswaran, 1994, p. 460). That is, if people are unwilling to elaborate on the persuasive message, they only engage with the information in a shallow manner and will, therefore, use shallow heuristics (see Table 3.2 for examples of heuristics).
While the dual-process approach offers a more theoretical framework in which heuristics and biases can be structured, it is faced with some limitations for big data campaign management and thus for micro-targeted campaigns. First, predictions are directional rather than concrete. For example, exploring appeals to authority, dual-process models would predict the effect should be reduced if people concentrate and attend to the content of the message (see e.g. Chaiken & Maheswaran, 1994).3 Micro-targeted campaigns necessarily deal with thousands, if not millions of individual voters and profiles. These are necessarily based on computationally expressible data, which require concrete predictions and segmentation rather than directional descriptions. Second, the two systems are treated as distinct and separate. However, as incentives and concentration are continuous effects and as the systems deal with the same message, they must somehow interact with each other in real life. Despite this, there is currently no clear mechanism for systems interaction (O’Keefe, 2008). Third, the underlying assumption of the two systems has been challenged. While two systems may seem intuitive, it is no magic number. Indeed, if they interact and are integrated, it may be argued that a single-system approach is ultimately sufficient (see e.g. Kruglanski et al., 2006) or that additional systems can be identified. Fourth, some heuristics and biases seem somewhat contradictory or mutually exclusive. For example, status-quo bias is a preference for the tried and tested while the appeal to novelty is a preference for the new; conservatism bias states that people stick to what they know despite evidence against their prior beliefs, while base rate neglect states that people disregard the prior and overweigh the new evidence. As heuristics and biases are observations, they can encompass seemingly competing or contradictory strategies for a given task in a given context. However, this is incomplete if we aim to describe function as a process that can yield different outcomes depending on the activation or effort. Finally, the framework focuses on reasoning and decision-making outcomes, which may be accidental or a product of time of measurement. We will discuss this more in the following section. That is, dual-process models offer metaphorical and intuitive appeal, but lack predictive power.
3.3 Towards a Process-Oriented Perspective
As mentioned in the previous section, the dual-process framework offers a more systematic way of organising heuristics and biases, but it still focuses on outcomes. Yet, people can reach the same outcome for very different reasons. There may be multiple reasons that a voter decides to support a candidate (proposed policies, the perceived character of the candidate, external and contextual reasons, etc.). Models that ignore these complications are necessarily noisy and limited. To predict voters, it is crucial to understand why they update their beliefs and vote—a process-oriented account explores why people do what they do rather than what they happen to do at a given moment. If a campaign were to micro-target either in upcoming elections, a thorough understanding of the process that led to the outcome would be more useful than simply registering the outcome. Similarly, people can arrive at different outcomes despite having the same priorities. For example, two people may want to vote for a pro-choice candidate. However, if they are exposed to radically different information about candidates, they incorporate the information accordingly and may end up voting for different candidates—not due to a difference in desire, but due to differences in access to accurate information. An identical process can lead to very different outcomes if key parameters are dissimilar.
Analogously, physics can calculate the trajectory of two cannonballs even if they are fired at different speeds, with different weights, and on planets with different gravitational pull. Imagine Magda, a scientist, fired 1000 A’s and B’s and measured the difference in outcome—as they land at completely different distances from their respective cannons, their measurable outcomes look completely different. A naïve or surface-level observation and interpretation might, therefore, suggest the cannonballs are subject to completely different processes. However, once we figure out the general laws that govern their trajectories, it is just a matter of changing the key parameters to calculate both trajectories with the same equation. Thus, even though the outcomes may be totally different, the processes that yield those outcomes may be identical and testable.
As a baseline assumption, researchers and campaigners should assume people work from similar principles unless we are given a specific reason to believe otherwise (this is sometimes referred to as ‘the principle of charity’ Quine, 1969; Thagard & Nisbett, 1983). That is, we should only refer to innate or essential differences between people if we cannot locate or describe a process that led to these differences in outcome.
Process models can be used as potent computational tools for campaigners. First, if the process is expressed computationally, it can be linked directly with quantifiable data used to build micro-targeted campaigns (see Part II). Second, if we understand the belief revision process, it gives a deeper understanding of the electorate, which allows for more fine-grained manipulation and targeting (in Sects. 3.4 and 3.8, we will look at some examples of this). Third, if we understand the belief revision process, any remaining innate differences are easier to categorise and use strategically. For example, it may be that some segment is more risk-averse and that this cannot be accounted for through process, but only as an innate trait. If this were the case, that population segment would be extra sensitive to persuasive messages that play on risk.
Fourth, computationally expressible process-accounts can provide concrete and specific predictions. This allows for clearer hypothesis testing, a better foundation for AB-testing (see Chap. 8), an avoidance of just-so stories and post hoc explanations, and a way to integrate heterogeneity (see Chaps. 10 and 11).
To go beyond directional descriptions and into prediction, we need a process account. Mathematics developed by Thomas Bayes (1701–1763), Richard Price (1723–1791), and Pierre-Simon Laplace (1749–1827) can be used for this. The latter describes this approach as ‘nothing but formalized common sense’—or to put it differently: a tool that formally captures everyday reasoning. As we shall see, computational models, and in particular the principles coined in the Bayesian approach, offer the basis to provide campaigners with a phenomenally powerful modelling tool for modelling subjective reasoning patterns.
3.4 The Bayesian Approach
Aristotle opens his treatise on rhetoric with one of the subtlest, yet most striking statements: “rhetoric is the counterpart of dialectics” (Aristotle, 1995a, p. 2152). As discussed in Chap. 2, this statement references that uncertainty lies at the heart of persuasion. The ideas are often about the future, the evidence is disparate and often noisy, and people may lie, deceive, or misrepresent. Further, people may have access to different types and quality of information (e.g. one citizen reads The New York Times while another reads Breitbart).
Bayesian modelling provides an apparatus to formally describe how people subjectively see the world, how they perceive new information (and the source that provides that information), and how they make use of this to update their pre-existing beliefs about the world when they encounter new information. In other words, the Bayesian approach is a mathematical tool for making optimal inferences under uncertainty—peoples’ beliefs fit within this category, as our ability to understand the beliefs and intentions of others are approximations and estimations by necessity.
The usefulness of Bayes’ theorem as a modelling tool to predict individual behaviour and describe systems is profound. To give a few examples, Bayesian approaches have been used to decode Nazi cryptography, calculate how to set insurance schemes, link smoking to cancer, and generate artificial intelligence for understanding language (see McGrayne, 2011 for an excellent biography of the theorem and its historical use). More recently, it has been applied to a wide range of topics such as the informativeness of quantifiers (Oaksford, Roberts, & Chater, 2002), game theory (Gibbons, 1992; Mas-Colell, Whinston, & Green, 1995), information processing (Kirby, Dowman, & Griffiths, 2007), and the evaluation of scientific evidence (Corner & Hahn, 2009). For the purpose of modelling how people react to persuasive evidence in political campaigns, Bayesian models have been used to describe and predict human reasoning and decision-making (Oaksford & Chater, 1991, 2007).4 It is with this purpose that we venture into the bowels of Bayesian modelling.
In the foreword to A Brief History of Time, Stephen Hawking (1989) references a conversation with his editor who notes that every equation would half the sale of his book. In the end, Hawking decided to include just E = MC2, as he considered it pivotal to understanding the book. Equally pivotal to appreciating the models in this book, I have decided to present in the main text Bayes’ theorem
                
               (see below), published posthumously by the Reverend Thomas Bayes in 1763.
The theorem formally expresses how (subjectively perceived) probabilities should change given new evidence. For example, in a one-armed bandit situation, a player might have a strong prior belief that the machine will have a high pay-out. However, as the player uses the machine and continuously loses, the evidence begins to change her belief about the expected pay-off of that machine. That is, the player had prior beliefs, received some evidence contrary to that belief, and used this to update her posterior degree of belief concerning the probability that the machine has a high pay-out. In the Bayesian approach, probabilities are expressed between 0 and 1 and denote the likelihood of something to be true or to occur. For example, the likelihood that a coin flip produces a tail is 0.5 (i.e. 50%), but my belief in the hypothesis “p(coin flip) = 0.5” is 1, as I am confident this assertion is true. The Bayesian theorem is expressed in the following manner:[image: $$ p\left(h|e\right)=\frac{p(h)\ast p\left(e|h\right)\kern0.28em }{p(h)\ast p\left(e|h\right)+p\left(\neg h\right)\ast p\left(\neg e|h\right)} $$]



In the theorem, p(h|e) means the probability the hypothesis (h) is true given (|) some evidence (e). p(h) represents the degree of belief in the hypothesis prior to the evidence. In the machine example, the player had a strong prior belief in the goodness of the machine (e.g. 0.95). p(e|h) and p(e|¬h) represent the strength of the observed evidence where p(e|h) represents the conditional probability that the evidence would occur if the hypothesis (h) actually is true while p(e|¬h) represents the probability the evidence occurs if the hypothesis is false. For example, if the machine is good, you should expect evidence to confirm this over time (e.g. by yielding good pay-outs).
Crucially, Bayes’ theorem distinguishes between two components: the prior belief in the hypothesis and the likelihood ratio. This is crucial, as people may differ hugely in terms of priors and likelihoods, but may still come to the same conclusion for entirely divergent reasons. As an example of this, imagine two people, Elaine and George. They discuss whether American libel laws are going to change before 2024. They agree that it is pretty unlikely and do not go further into the discussion. However, unbeknownst to both, they actually disagree strongly on the reason for their estimates despite their similar conclusion. Aside from the posterior degree of belief (the outcome typically measured in surveys), a Bayesian approach can dissect their reasons for the conclusion through posteriors and likelihoods.
In this imagined example, Elaine believes that Trump is very likely to change American libel laws if he gets re-elected (strong causal likelihood relationship), whereas George thinks that Trump will not change the laws even if elected (weak causal likelihood relationship). However, Elaine does not think Trump will be re-elected. This changes her overall estimation concerning the change in libel laws. Comparatively, George is certain Trump will be elected. However, due to the fact that he believes Trump will not change the libel laws, this bears no causal link in his mind. Thus, superficially they agree on the overall estimate, but fail to appreciate that they do so for completely different reasons. They actually disagree strongly concerning their subjective priors and estimates of the likelihood ratio, but only discuss the superficial outcome and think they agree. That is, they agree with the conclusion but disagree why they believe this is the case.
The example shows that people can superficially agree but fundamentally disagree on underlying parameters. The same is true for voting. Voters may prefer a candidate for a myriad of reasons, some of which are highly diagnostic (i.e. the causal link between the proposition and voting for that politician is high) and some of which are just loosely connected. Put differently, Bayesian modelling can generate models of belief structures that go well beyond measuring the degree of support for a particular issue or candidate.
Crucially, Bayes provides a formal, computationally expressible framework that can quantify these relations (the quantified nature of Bayes also means that it is naturally suited to be integrated with the data collection of individual voters, as discussed in Chaps. 7 and 8). It is a process of belief revision and information use. That is, if people disagree on the priors and likelihood ratios, they will reach different conclusions despite using the same process. Given the subjective nature of Bayesian probabilities (people may disagree on priors and likelihoods for all sorts of reasons), the process can account for a multiplicity of beliefs without referring to innate differences. Bayes can help campaigners unpick where people stand, how they use information, and why they have reached a particular conclusion. Moreover, the Bayesian approach provides concrete rather than directional predictions.
Bayesian approaches have been used to account for a myriad of cognitive and social psychological phenomena that are relevant to the psychology of voting and campaign management. This includes, but is not limited to, argumentation (Hahn & Oaksford, 2006a, 2006b, 2007a, 2007b), fallacies (see Sect. 3.7), source credibility (see Chap. 4), optimism/pessimism bias (Harris, 2013; Shah, Harris, Bird, Catmur, & Hahn, 2016), damned by faint praise (Harris, Corner, & Hahn, 2013), Wason’s selection task (Oaksford & Chater, 1994), the informativeness of quantifiers (Oaksford et al., 2002), the evaluation of scientific evidence (Corner & Hahn, 2009), reasoning (Oaksford & Chater, 2007), counterfactuals (McCoy, Ullman, Stuhlmüller, Gerstenberg, & Tenenbaum, 2012; Zultan, Gerstenberg, & Lagnado, 2012), and heuristics (Parpart, Jones, & Love, 2018).5
Given such empirical support, it is hardly surprising that Chater and Oaksford have argued that “…probability theory rather than logic provides a more appropriate computational level theory of human reasoning” (1999, p. 239), and that it has been suggested as the computational foundation for human cognition (Chater, Tenenbaum, & Yuille, 2006; Howson & Urbach, 1996; Schum, 1994; Tenenbaum, Griffiths, & Kemp, 2006; Tenenbaum, Kemp, Griffiths, & Goodman, 2011). Bayesian modelling provides a computational and algorithmic (Marr, 1982) tool for describing and predicting “the uncertain character of everyday reasoning” (Oaksford & Chater, 2007, p. 67). Further, Bayesian models are normative and let the campaigner know what the voter should vote if the model of the voter is adequate and correct (Oaksford & Chater, 2007; Tenenbaum et al., 2006). Indeed, for elections and campaign management, Bayes is a particular method, as figuring out whom a voter is likely to support is an example of prediction
                
              . This is a form of reasoning about the electorate from uncertain evidence or data where Bayes’ theorem provides an optimal formalism to model and predict voters.
The studies suggest that if we build representational models of voters’ beliefs and causal links between beliefs and voting behaviour, campaigners can actively target specific components that will influence the desired belief the most (e.g. it may be wasted energy to challenge the posterior of someone who has entrenched priors and causal links for that belief, whereas challenging the structure that leads to the conclusion might be more fruitful).
3.5 Confidence: Variance and Mean
Bayesian models comprise of three components: the prior belief in the hypothesis, the likelihood ratio, and the posterior degree of belief. However, you can be more or less certain about your own estimation.
Imagine that you are drawing balls from an urn. You pick six balls. Of these, two balls are yellow and four are red. If you had to estimate the distribution of balls in the urn, you might guess that two-thirds of the balls are red. If you are asked to bet on the colour of the next ball, you guess red, but might rightly feel uncertain about this bet, as you have only sampled a few data points. Comparatively, if you see a simulation of 6.000.000 balls where 2.000.000 are yellow and 4.000.000 are red, you can be very confident in your bet that the likelihood of the next ball is more likely to be red than yellow.
Given new evidence (draw additional balls from the urn), the amount of data that you have seen so far influences how much you change your perception of the distribution of the balls in the urn. For example, having drawn six balls, picking two yellow balls would drastically alter your perception of the urn (as the drawn distribution is now four yellow and four red). Comparatively, if you have drawn 6.000.000 balls, picking two yellow balls makes little difference to your perception of the urn (as the drawn distribution is now 2.000.002 yellow and 4.000.000 red).
Aside from the amount of data seen so far, the quality of the data seen also impacts how new evidence is integrated. For example, imagine a person, Sharon, applying for a job. After Sharon leaves the interview, she gets an email from a friend in the company who tells her that someone was impressed with her résumé. If that person is the CEO of the company, this is highly relevant and diagnostic information and should increase Sharon’s belief that she will get the job. If the person is a low-level employee, it should not influence her hopes much. Thus, the prior can be more or less certain, and the evidence can be more or less diagnostic. Both of these can be expressed mathematically through Bayes and strongly influence the person’s belief revision.6 The mean (μ) represents the degree of belief and the variance (σ) represents the degree of confidence, see Fig. 3.2.[image: ../images/453636_1_En_3_Chapter/453636_1_En_3_Fig2_HTML.png]
Fig. 3.2Means (μ) and variance (σ)


If σ is low, the person is confident in his estimate. Comparatively, if σ is high, the person will shift their opinions more easily. For example, I believe Copenhagen is the capital of my native country of Denmark. Indeed, I feel overwhelmingly confident that this is the case, and it would take extraordinary evidence to change my belief in this. Comparatively, I believe in Einstein’s theory of relativity but I am less confident in how it works or if physics has reformed the theory to the point where it is no longer labelled as such within physics. Additionally, I do not understand the minutiae of the theory. Due to my low confidence in my own understanding, I am very likely to update my beliefs if a physicist explains the theory to me and suggests corrections to my understanding and interpretation of the theory.
Given the capacity to reflect both belief and confidence in belief, Bayes provides campaigners with additional tools to find the most effective pressure points when developing persuasive messages. As discussed in Chap. 7, it is possible to glean estimates means and confidence of beliefs through personal data from social media sources such as Twitter.
3.6 Subjectivity
Fundamentally, Bayesian models describe the process by which people can integrate new information with their pre-existing beliefs. As a mathematical tool, you can plot in values for priors and likelihoods and see how this influences the posterior. If you change the strength of the evidence or the prior, the posterior is altered.
The parameters for Bayesian models are subjective in nature. Due to a variety of influences, people can reasonably entertain vastly different estimations of the prior and likelihood ratio. In the above George and Elaine example, they may have read conflicting reports concerning the probability of Trump’s re-election in 2020. Aside from conflicting news outlets, the information environment may be noisy in general. If so, the evidence that people see may vary greatly, causing people to entertain very dissimilar priors.
As this book is not concerned with the philosophical nature of probabilities, it suffices to note that subjective probabilities may stem from a range of influences.7 Beliefs may come through social connections, from a person’s cultural background, from personal experiences, and learnt over time (Cowley & Madsen, 2014; Madsen, 2014; Madsen & Cowley, 2014). Indeed, some traits may be innate while others are learnt (the question of nature vs. nurture remains an unresolved issue). Regardless of where they come from, people’s subjective view of the world forms the basis from which they reason, evaluate new information, and ultimately act.
Naturally, people’s subjective perception of the world may be (and often is) objectively wrong. There is a huge literature that surveys people’s beliefs about the world and compares people’s subjective guesses to objective fact. In a recent book, Duffy (2018) shows examples of such discrepancies. When asked what percentage of the British population are immigrants, participants guessed 25% (the actual figure is 13%), they guessed that 36% of French young adults (ages 25–34) live at home (the actual figure is 11%), and the British participants guessed that 37% of their population was aged 65+ (the actual figure is 17%).
While it is interesting to look at discrepancies, the objective figures should not be the foundation for modelling rationality or how voters will respond to persuasive messages. Whatever caused these beliefs (poor education, attention biases, the sampling of particular news outlets, etc.), their subjective beliefs are the ones voters use for information integration. Given knowledge of voters’ subjective priors and likelihood ratios, Bayesian models can describe how people will update their beliefs. Thus, campaigners need to figure out what their target demographic believes and how they relate these beliefs to other beliefs.
3.7 Revisiting Errors: Fallacies from a Bayesian Perspective
This chapter began with a catalogue of supposed reasoning and decision-making errors. In the same way that heuristics may be analysed through a Bayesian lens, this chapter looks at another reasoning category that traditionally has been placed in the category of human error or irrationality, namely argument fallacies. Fallacies are argument structures that are logically invalid (meaning that the structure of the argument does not ensure the truthfulness of the conclusion), but that are psychologically persuasive. Typically, they are shunned from logical argumentation due to the invalidity, and pundits/critiques revel in identifying fallacious structures in political discourse (e.g. catching a politician making a slippery slope argument (see below).
Aristotle, the father of rhetoric, provided a catalogue of argument structures in his six-volume Organon (Aristotle, 1995b, 1995c, 1995d, 1995e, 1995f, 1995g). Amongst these are four of the most famous argument structures in philosophical literature. Two of these are valid (modus ponens and modus tollens) and two are invalid (affirming the consequent and denying the antecedent). The four structures can be expressed in the following:	
                          Modus ponens
                        
	
                          Modus tollens
                        

	If P, then Q
	If P, then Q

	P
	Not Q

	Therefore, Q
	Therefore, not P

	
                          Affirming the consequent
                        
	
                          Denying the antecedent
                        

	If P, then Q
	If P, then Q

	Q
	Not P

	Therefore, P
	Therefore, not Q




Denying the antecedent is not valid, as there might be other reasons for Q to occur For example, ‘if Thomas gets the job, he will move abroad’. Even if he does not get the job, another thing may cause him to move abroad such as falling in love with someone from another country. While not getting the job may influence whether or not Thomas moves abroad, it does not warrant the conclusion: Thomas will not move abroad.
However, a ‘denying the antecedent’ example from Alan Turing illustrates that fallacious arguments can, at least on the surface, seem persuasive: “If each man had a definite set of rules of conduct by which he regulated his life he would be no better than a machine. But there are no such rules, so men cannot be machines” (Turing, 1950). This intuition that fallacious arguments may lead to persuasion is supported by empirical evidence that shows people are willing to endorse some instances of affirming the consequent and denying the antecedent (Oaksford & Chater, 2007).
Traditionally, these kinds of arguments are deemed fallacious due to their structures. However, this ignores the fact that the content of the arguments can be more or less probable (and thus can be approached with probabilistic models like the Bayesian approach). To explore this, consider two argument fallacies: argument from ignorance and the famed slippery slope.
Walton (1992) describes the argument from ignorance as “…the mistake that is committed whenever it is argued that a proposition is true simply on the basis that it has not been proved false, or that it is false because it has not been proved true”. Consider the statement, ‘Ghosts exist because, despite numerous studies, we have no evidence they do not exist’. Many people would not be persuaded by such a statement and may refuse to accept the conclusion. However, consider the following statement, ‘Paracetamol is safe because, despite rigorous testing, we have no evidence to suggest it is not safe’. Structurally, the two arguments are identical. They both put forth a positive factual claim about the world and both refer to the absence of evidence to the contrary as grounds for believing the conclusion. While most people (presumably) would disbelieve the ghost conclusion, most people are happy to use Paracetamol to relieve pain. The difference between the two arguments is found in the content rather than the structure. Let us assume adverse effects are easily identifiable through medical trials. If this is true, the chance of consistent and coherent false positive reports is diminishingly small—and consequently, we should accept the conclusion as probable (and possibly acceptable for human consumption). If, however, we believe that the methods used to ‘find ghosts’ are flimsy at best, we should not alter our prior belief in the existence of ghosts even if ‘numerous studies’ were conducted. Not all tests are created equal, and their causal link to the conclusion is paramount.
Corner, Hahn, and Oaksford (2011) describe slippery slopes as consisting of four components (Corner et al., 2011, p. 135, see also Woods, Irvine, & Walton, 2004).	1.An initial proposal (A)

 

	2.An undesirable outcome (C)

 

	3.The belief that allowing (A) will lead to a re-evaluation of (C) in the future

 

	4.The rejection of A based on this belief

 



As such, the slippery slope is a prediction of something that will happen in the future combined with an opinion or evaluation of this outcome. However, as with arguments from ignorance, the strength of a slippery slope also depends on the content of the argument rather than the structure in and of itself. Consider the following quote: “If the Supreme Court says that you have the right to consensual (gay) sex within your home, then you have the right to bigamy, you have the right to polygamy, you have the right to incest, you have the right to adultery. You have the right to anything”.8 This has the hallmarks of a slippery slope: rejecting a proposal (same-sex relations) by arguing it will lead to a re-evaluation of an undesirable outcome (incest and adultery).
Hopefully, most people will recognise Santorum’s slippery slope as offensive, silly, and rather daft. However, consider the statement, ‘if we accept voluntary ID cards in the UK now, we will end up with compulsory ID cards in the future’. This is structurally equivalent to the Santorum’s same-sex argument, but will presumably be more palatable to most readers. The persuasiveness of a slippery slope depends on the causal link between the action and the outcome as well as the likelihood that this outcome will come to pass. If there is little or no causal link, the slippery slope is weak and can be easily rejected. If the link is strong and the outcome is likely, the slippery slope merely provides a probable prediction of future outcomes (and as we have discussed, predictions of consequences for policies are inherent to political discourse and should indeed be encouraged). Consequently, strong slippery slopes may be appropriate and relevant while weak ones are not—the main analysis for this resides in the content of the argument rather than in the structure.
Crucially, Bayesian modelling provides a process to explain why some fallacies appear more persuasive than others. This perception resides not only with the structure of the argument, but also with the subjective perceived content of the argument. A number of fallacies have been theoretically explained and empirically explained from a Bayesian perspective. These include, but are not limited to, argument from ignorance (Hahn, Oaksford & Corner, 2005; Oaksford & Hahn, 2004), slippery slope arguments (Corner et al., 2011) and circular arguments (Hahn et al., 2005), ad hominem (Oaksford & Hahn, 2013), and the ad Hitlerum (Harris, Hsu, & Madsen, 2012).9 If we understand how voters use their subjective sense of the likelihood of statements and their causal connections, it provides a powerful tool to describe how voters deal with arguments and persuasive messages. Bayesian modelling provides a computational, testable, and quantifiable tool to do just that.
3.8 Complicated Belief Structures: Bayesian Networks
So far, we have explored Bayesian literature concerning argumentation (fallacies), reasoning and learning, and supposed errors that may be explained by looking at a Bayesian process rather than a de-contextualised outcome. However, the examples in the above focused on narrow arguments and belief revision tasks. In the slippery slope examples, we only considered where a single cause (e.g. an argument) might produce a re-evaluation of a particular effect (e.g. a belief). In real life, beliefs and arguments are more interconnected. Various elements of the argument can influence each other where some inferences presuppose the existence of other pieces of information or where some piece of evidence makes other probable causes more or less likely, which can have effects on the overall argument.
As an example of this, imagine Kate is considering whether or not the British economy will suffer a significant crash before 2021. This is a complicated issue with many moving parts. She feels confident that Brexit will influence the British economy in some way, but is unsure whether the UK will exit with no deal or with a version that allows access to the single market. Further, she has read reports that the Chinese housing market might crash and trigger a larger financial crisis that would certainly impact the British economy. Aside from these two arguments, Kate’s friend Liza has read about Donald Trump’s trade war with China and worries that it might exacerbate the Chinese housing crisis and might even be extended to other trading partners such as the EU or the UK. In their discussion, Liza adds this element to the issue. Rather than a single prior belief with a stronger or weaker causal link to the hypothesis, Kate is considering all these elements in order to guesstimate if the UK economy will suffer a crash before 2021.
Bayesian networks are tools to represent complicated constellations of reasoning such as this. A Bayesian net is a graphical representation of complicated sets of variables and their conditional dependencies (Pearl, 1988, 2000). That is, the elements of the argument and how they relate to each other. The models consist of two elements: nodes and edges (see Fig. 3.3).[image: ../images/453636_1_En_3_Chapter/453636_1_En_3_Fig3_HTML.png]
Fig. 3.3Nodes and edges


A node represents the fundamental units that form the belief structure (e.g. ‘The Chinese housing market collapses’). The edge represents the relationship between the nodes.10 The edges are directed, meaning that they represent a directional and causal relationship between the nodes. To describe the strength and direction of this relationship, the researcher uses a conditional probability table
                
               (CPT). This represents how likely A is to cause B, which can be expressed as a matrix (Table 3.4):Table 3.4Hypothetical CPT


	A
	A
	¬A
	¬A

	B
	¬B
	B
	¬B

	0.7
	0.3
	0.2
	0.8




In the top line, ‘A’ refers to a world where A happens to be true and ‘¬A’ refers to a world where A is false. So, the left-most column reads like ‘in a world where A is true, how likely is B to be true?’11 In Table 3.4, A is strongly linked with B, as it is 70% likely that B happens given A. This is written as P(B|A) = 0.7. Comparatively, the third column describes how likely B is in a world where A does not happen. Thus, the conditional dependencies denote how strongly A is linked with B. This relationship can be negative where A decreases the chance of B happening. The CPTs can be as expanded as desired. Multiple nodes can be connected to one common outcome, each contributing some degree of causality. For example, as we shall discuss in Chap. 4, whether someone is a credible source or not may depend on distinct and independent elements such as expertise (whether or not the source is capable of providing good information) and trustworthiness (whether or not the source is willing to provide good information). These are orthogonally independent, as a person can be expert, yet untrustworthy.
Bayesian nets, with their multiple nodes and edges, can represent complicated belief structures. Going back to Kate’s economic concerns, we can draw her initial considerations. Figure 3.4a shows multiple and independent possible causes for an economic collapse (a type of Brexit and Chinese housing crisis). After Liza suggests a new possible cause, Kate’s network of possible considerations expands (see Fig. 3.4b).[image: ../images/453636_1_En_3_Chapter/453636_1_En_3_Fig4_HTML.png]
Fig. 3.4(a) Initial Bayesian network (b) Additional Bayesian network


Bayesian networks are supremely useful tools to illustrate the connections that form and shape overall beliefs. Reasonable people may disagree on a number of aspects such as priors (the likelihood that the USA increases a trade war with all trading partners), conditional dependencies (the degree to which a no-deal Brexit would damage the British economy), and common causes (in Fig. 3.4b, the possible trade war affects the British economy directly, but also indirectly by making a collapse of the Chinese housing market more likely).
Campaigners can use Bayesian networks to understand the electorate and to optimise their persuasive messages. If Kate’s beliefs look like Fig. 3.4b, a campaigner can use the network as a persuasive road map. For example, the campaigner can influence Kate’s thinking on the British economy by distributing campaign literature that increases her belief in the likelihood of a trade war with links to the British economy. Thus, the network can show where in the reasoning process campaigners can identify key assumptions or dependencies that can be exploited strategically. As discussed in Chap. 7, campaigns can use personal data such as tweets or Facebook posts to auto-generate maps for individual voters.
3.9 Chapter Summary
Human beings differ wildly in the choices they make, and the beliefs they hold. It is easy to attribute this to diversity, randomness, and even irrationality in their reasoning and decision-making capabilities. However, data from the past 40–50 years provide a set of observations, concepts, and mathematical tools that enable researchers and campaigners to describe and potentially predict how people will react to persuasive attempts designed to change their beliefs or behaviours.
Outcome-focused studies which began in the 1940s and 1950s have provided a useful catalogue of departures from standard-economic assumptions of perfect and de-contextual rationality. The heuristics and biases show loss aversion, imperfect memory functions, and framing effects. The fact that many of these features are reproducible (as shown in behavioural economics and cognitive psychology studies) has led to dual-process theories of reasoning and decision-making. These split cognition into two separate and distinct systems: a fast, frugal, and heuristic module (system 1) and a slow, effortful, and deductive module (system 2).
While dual-process models offer an initial framework for categorising and grouping the observed heuristic and biases, they remain focused on outcome and do little to provide a process for predicting which heuristic or bias should occur under specific circumstances. Additionally, the framework lacks key theoretical components for integrating the two modules and the predictions from the framework is directional rather than concrete.
The past two decades have seen the rise of probability in reasoning and decision-making literature. Rather than de-contextualised and objective outcome-focused approaches, Bayesian models offer subjective and process-focused mathematical tools to describe and predict how people use information to update their beliefs (and guide their behaviour). This has been used to account for supposed reasoning errors, argument fallacies, and heuristic strategies, which, understood as objective outcomes with little or no process, are an erroneous cognitive function.
Aside from providing a framework through which the same process can lead to different outcomes (e.g. by changing priors or conditional dependencies), Bayesian models can conceptualise confidence, which significantly impacts whether or not a person updates their belief given new information. As discussed in Chaps. 10 and 11, heterogeneity is crucial in political systems, as voters differ in beliefs, geographical location, psychometrics, and other aspects that are valuable to predict their beliefs and actions. The subjective foundation of the Bayesian approaches enables modelling of heterogeneity in the target population, meaning that it can formalise how two seemingly different people see the world and what type of information may be most effective for changing their beliefs. Finally, Bayesian networks can represent complicated reasoning structures and layers of uncertainty, allowing for optimal inferences. As foundational models, networks can be used to describe belief systems of individual people’s subjective world views. Of course, we cannot explain all observed reasoning and decision-making variance, but models and predictions are becoming increasingly sophisticated and precise, making this a challenge of execution rather than of principle.
If you are trying to change the beliefs of someone else, knowing them is half the battle. To quote Burke, you must be able to “walk his walk, and talk his talk” (1969a, p. 55). That is, you have to understand the recipient (and possibly emulate their style and manners) to effectively direct persuasive attempts. Modelling people’s subjective chains of reasons, their prior beliefs, and their conditional dependencies enable the politician to walk the proverbial walk by modelling and predicting the beliefs structures and subjective positions of individual voter. Bayesian models of subjective reasoning provide researchers and campaigners with a powerful tool for describing a voter’s belief system and predicting how she should react when exposed to information designed to address the most vulnerable or effective parts of that system. The availability of huge amounts of data through social media makes it possible for campaigners to acquire information about individual voters. Bayesian modelling tools, therefore, have enormous potential for optimising the planning and executing of effective, micro-targeted political campaigns.
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Footnotes
1Indeed, much of political discourse tends to revolve around how to achieve goals that most people desire (e.g. reducing crime). That is, not what to achieve, but how to achieve it.

 

2These effects have been replicated, see e.g. McKenzie (2004) or Sher and McKenzie (2006, 2008).

 

3In Chap. 4, we explore why the labelling of appeals to expertise or authority as a shallow heuristic cue may be mistaken.

 

4Some argue the foundation of probabilistic reasoning may be found in how we sample evidence and how the information is presented to us (e.g. Stewart, Chater, & Brown, 2006; Stewart & Simpson, 2008).

 

5Bayesian approaches have been critiqued for being too flexible (i.e. capable of constructing Bayesian models of anything, see Jones & Love, 2011a, 2011b and Oaksford, 2011 for a response). However, for constructing effective models, this trait is a feature rather than a bug for campaigners.

 

6Interestingly, a proxy for confidence has been used in network studies to show the emergence of echo chambers (Madsen et al., 2018). This will be discussed in Part III.

 

7Interestingly, the nature of subjectivity versus objectivity has long been a schism in philosophical traditions. Phenomenologist and existentialists such as Heidegger (1978), Merleau-Ponty (2013), and Sartre (2003) discuss the nature of experiences and consciousness as a product of one’s subjective place in the world and through natural language. Comparatively, analytical philosophers such as the young Wittgenstein (1996), Ayer (2001), and Russell (1992) use mathematics to discuss and evaluate reasoning and decision-making. Bayes offers a normative and objective process of integrating subjective probabilities, which suggests a possible bridge between disciplines that have been separate and distinct.

 

8The Republican, Rick Santorum, said this in 2003 (Zaru, 2015).

 

9The field of fallacies provides enormously fun examples of argumentation and reasoning aside from serious academic and modelling contributions (for an introduction to argument fallacies see Walton, 1992; Woods et al., 2004).

 

10‘Joint probabilities’ refer to likelihood of a proposition given a set of distinct variables. To calculate this with a Bayesian network, we use[image: $$ \mathrm{P}\left[{X}_i,\dots, {X}_n\right]=\prod \limits_{i=1}^nP\ \left[{X}_ip{a}_i\right] $$]




where pai is a set of parent nodes of Xi. In this way, the joint probability factors in the conditional distributions.

 

11For example, in a world where Arsenal signs Lionel Messi (A), how likely are they to win the English Premier League? (B)’. This conditional dependency can be strong without saying anything of the realism of A happening. At a pub discussion, Arsenal fans may strongly believe that Messi would bring the championship home, but simultaneously believe that this will never happen, as Messi is unlikely to sign for Arsenal (the prior belief of this happening). This highlights the importance of separating the prior from the conditional dependency.

 


© The Author(s) 2019
J. K. MadsenThe Psychology of Micro-Targeted Election Campaignshttps://doi.org/10.1007/978-3-030-22145-4_4

4. Source Credibility

Jens Koed Madsen1  
(1)Oxford Martin School, University of Oxford, Oxford, UK

 

 
Jens Koed Madsen
Email: jens.madsen@ouce.ox.ac.uk



Bayesian modelling shows how people update their beliefs about the world relates to their prior beliefs before they see new evidence and how they perceive the strength of the new evidence (the conditional dependencies). This provides a formal template to describe and predict why a message might persuade some, but not others. Moreover, it demonstrates that even when following the same reasoning principles, people may arrive at the same conclusion via different combinations of components—something essential to understand for accurate prediction. This, in essence, provides a set of tools for modelling the content of an argument or a persuasive message. More to the point, understanding why and how people change their beliefs and arrive at conclusions is paramount to running a successful political campaign.
Intuitively (or wishfully), the content of the message is the most important aspect of political persuasion. Surely, what candidates say, the evidence they use, and how they link it with their ideas should be the foundation of argument evaluation—and who they are should basically be without importance. In support of this idea, philosophers and social scientists alike often label appeals to authority as a shallow cue, a wrongful heuristic, or as downright fallacious thinking (see e.g. Schopenhauer, 2009). To their credit, some pundits (journalists and political commentators) still debate what a candidate has said rather than who has said it—although, this may be slowly eroding given the commercialisation of the news. The thinking goes: what is said matters more than who has said it.
However, while focusing on the content of the message may seem admirable at first glance, it falls well short of describing how political messages are actually perceived by the electorate. Messages are always delivered by sources such as politicians, newspapers, national statistics agencies, social media connections, official or unofficial campaigns, or any number of political operatives. If people think the source has a motive to lie, is incapable or inexperienced, or in some other ways has credibility deficiencies, it influences how they treat the information provided by that source.
Indeed, if a person is willing to lie, the ‘evidence’ he produces might, on the surface, be extremely compelling, as he is not constrained by veracity. For example, if I were to apply for a lectureship, I can submit my CV to a university and show that I have published academic papers, organised conferences, taught and supervised students, and built relevant networks to other universities. All of this is good evidence that I would be able to function well as a university lecturer. However, if I was unconcerned about the truth and believed I would not be held accountable, I could state that I had won a Nobel Prize for Economics and one for Peace, have won the Field medal in mathematics, and have a publication portfolio better than any living academic. While in reality this would be false, these qualifications would undoubtedly be strong evidence for hiring me if they were true. A liar can be expected to have seemingly better evidence for their argument than someone who tells the truth, as the latter is constrained by reality. So, how do we deal with messages when the truth and evidence are uncertain and where the source may be less than credible?
4.1 Why Credibility Matters
Imagine you want to buy a house. You have identified a couple of possible houses and arrange viewings. During the viewings, someone remarks that the neighbourhood seems friendly and that the atmosphere around the house is generally very good. If the realtor says this, you may reasonably disregard the statement, as they will have a vested interest in making the house appear as attractive as possible (even if this means providing opinions on the neighbourhood that are more or less earnest). In addition, the realtor does not know you very well. Specific communal attributes might attract some people, but revolt others. For example, some may value access to galleries very highly whilst others do not care about these things. That is, you cannot be certain the information is provided with complete honesty or pertains to qualities that are important to you personally. The realtor lacks trustworthiness and relevant expertise to provide accurate and earnest advice or opinions. However, if your sister makes the same comments, you may reasonably integrate the same statement differently. She knows your likes and dislikes, she presumably has a vested interest in finding a place that suits you in the best possible manner, and she has no financial gain from inflating the qualities of a particular house. In other words, she is both trustworthy and knows what is relevant to making your decision.
In line with this intuition, source credibility has been shown to influence a range of human phenomena such as the reception of persuasive messages (Chaiken & Maheswaran, 1994; Petty & Cacioppo, 1984), children’s perception of the world (Harris & Corriveau, 2011), belief revision in legal settings (Lagnado, Fenton, & Neil, 2012), decision-making (Birnbaum & Mellers, 1983), adherence with advice (Cialdini, 2007), and how people are seen in social situations (Cuddy, Glick, & Beninger, 2011; Fiske, Cuddy, & Glick, 2007). As Mascaro and Sperber (2009) argue, the development of the need to interpret and evaluate others begins early in childhood and evidently carries into our adult lives in complex and rich ways.
4.2 Shallow Heuristic or Deep Consideration?
While separating the source of the argument from the persuasiveness of the argument may appeal to an ideal sense of interrogating the evidence in isolation, we cannot escape the fact that perceived credibility influences how we use the given information. Again, we return to Aristotle’s distinction between formal logic and rhetoric: for messages where we can have full knowledge of the truth-conditions of each proposition, the source of the message should not matter. If we have certain and objective estimates for statements, the source should not matter. For example, whoever says 2 + 2 = 5 is wrong no matter how illustrious a source they may be (or have been in the past). One of the greatest scientific communicators, Carl Sagan, echoes this idea:One of the great commandments of science is, “Mistrust arguments from authority.” … Too many such arguments have proved too painfully wrong. Authorities must prove their contentions like everybody else. (Sagan, 1996)

This sentiment is shared in studies and models that qualify the appeal to authority as a shallow, heuristic cue such as the dual-process-based Elaboration-Likelihood Model (Briñol & Petty, 2009; Petty & Cacioppo, 1984) and the Heuristic-Systematic Model (Chaiken & Maheswaran, 1994, for a review see Pornpitakpan, 2004). These studies expose participants to arguments from authority and measure the persuasiveness of the argument. Typically, they report that participants disregard the authority and focus on the content of the argument when given motivation and incentives to consider the message logically and thoroughly.
While these findings seem persuasive at first glance, the credibility of the source is only a shallow cue when we have full access to the relevant information and have confidence in the quality of the information. As discussed in Sect. 4.4, source credibility matters greatly for cases where we do not have direct access to the actual information but have to rely solely on second-hand reports. In political discourse, this is true for every issue where citizens do not have first-hand knowledge or experience of that issue.
4.3 Source Credibility in Politics
Credibility plays a major role in social engagement, political reasoning, and decision-making. On a societal level, trust in government and government officials increases compliance with public policy (Ayres & Braithwaite, 1992). That is, if citizens trust their local government to be capable and fair, they are likely to follow the laws and regulations that the government sets out. Additionally, if citizens report high trust in their elected officials, they are more likely to cooperate socially (Fukuyama, 1995), both with the government itself and with other pro-social activities. Both findings make intuitive sense. Societies with a high degree of trust may have this due to people’s experience with officials and fellow citizens. On the other hand, if officials and other citizens break the social bonds and violate this trust, it would inevitably influence whether citizens trust these officials in the future.
Indeed, trust in government and adherence with social norms in general should engender a society where actions can be taken with this assumption in mind (e.g. giving charitable donations with little or no oversight under the assumption that the trustees would not embezzle or mishandle the money). Put differently, the risk of acting in accordance with perceived social norms is reduced if you think other people are also likely to follow such norms. Comparatively, lack of trust has been shown to actually increase participation in civic life (Levi & Stoker, 2000): if citizens believe government officials are inept, corrupt, or otherwise incapable of doing their job, they are more likely to form grassroots movements and organisations that fulfil societal roles (such as cleaning local parks).
On a more direct level, trust influences actions directly related to belief revision and eventual voting. As cited, social psychological studies show that credibility leads to more positive responses to persuasive attempts (Chaiken & Maheswaran, 1994; Petty & Cacioppo, 1984) and greater adherence with advice (Cialdini, 2007). Alongside this, trust directly influences the choice of political candidate (Hetherington, 1999). If the electorate believes the candidate is trustworthy and capable, they are more likely to cast their vote for her. Aside from choosing a preferred candidate, trust in candidates also increases the intention of voting (Householder & LaMarre, 2014). In a way, trust can be a proxy for the likelihood of candidate choice and voting.
In all, studies show trust impacts general and specific functions that are of interest to political campaigns. Persuasive success and adherence with advice increases if the speaker is seen as credible, people are more likely to vote for a candidate they believe is credible, people who trust the system and candidates have higher intention of voting in upcoming elections, and high levels of trust increases social cooperation. These are all crucial aspects of running a successful campaign, as they relate to belief revision, election participation, and candidate choice.
Credibility is not a shallow cue in situations where the quality of information may be inflated or entirely fabricated. This is inherently plausible in politics. If a person suspects a candidate invents evidence for their position, they should revise their beliefs accordingly. Motivation and capability to be honest or to misinform is neither trivial nor shallow but strikes at the heart of the darker realms of realpolitik and campaigning.
4.4 A Bayesian Source Credibility Model
The normative function and role of source credibility in argumentation is still subject to debate. While dual-process models and classical philosophy typically label appeals to authority a fallacy (the so-called ad verecundiam), Bayesian models seek to place the effect of source credibility within a rational paradigm (Hahn, Oaksford, & Harris, 2012; Harris, Hahn, Madsen, & Hsu, 2015). The latter predicts the convincingness of an appeal to expert opinion from a Bayesian perspective as a product of the perceived trustworthiness and expertise of the source (Bovens & Hartmann, 2003; Hahn, Harris, & Corner, 2009).
As with priors and conditional dependencies for evidence and hypotheses, the perceived credibility of any given person is subjective. One voter may think that Theresa May is trustworthy and has relevant expertise while another voter believes she is incompetent and less than trustworthy. In this framework, credibility is a matter of degree rather than a dichotomy. That is, a person may invest more or less trust in another as well as have more or less faith in the expertise of that person. For example, a person might trust her sister more than they would trust an acquaintance. However, they may trust that acquaintance more than they would trust a stranger. These estimates are deeply subjective and can, therefore, be expressed probabilistically and modelled using the same Bayesian mathematics as in Chap. 3.
As with Bayesian integration of new information and evidence with a person’s prior beliefs, Bayesian source credibility models provide a formal, computationally expressible framework for describing common intuitions (e.g. do not follow advice from a suspected liar). Additionally, Bayesian models generate concrete process-oriented predictions rather than intuitive directional indications (as is the case in dual-process accounts). That is, Bayesian models not only capture the rough picture but describe and predict why and how much voters should change their beliefs given their subjective perception of the credibility of the candidate.
Source credibility is defined within the model as an amalgamation of expertise and trustworthiness Perceived 
                expertise
                
               refers to the persuader’s likely capability of providing accurate information. That is, does the speaker have access to evidence that is both accurate (free of noise) and relevant (causally linked) with the hypothesis in question. If a politician relays information about national security, the message should be evaluated differently depending on whether that politician has access to actual information or if the politician is speculating about undisclosed matters. Expertise is domain-dependent, meaning that one person might be thought of as an expert in one area, but a novice in another. Perceived 
                trustworthiness
                
               refers to the persuader’s likely intention of providing accurate information. That is, regardless of my actual knowledge of the situation, does the speaker intend to convey what he really believes to be the true state of the world, or does he lie?
Expertise and trustworthiness are orthogonal and independent. For example, a person can be highly expert but may wish to present a false representation of the world. Conversely, a person may wish to convey information to the best of his ability, but may actually provide bad information because he unknowingly has access to poor information. The former is a qualified liar, and the latter misinforms unwittingly. Due to the fact that these traits refer to fundamentally different causes for disseminating good or bad information, they are independent of one another. Figure 4.1 presents a Bayesian source credibility model,[image: ../images/453636_1_En_4_Chapter/453636_1_En_4_Fig1_HTML.png]
Fig. 4.1A Bayesian source credibility model

where p(H|Rep) refers to the probability of the hypothesis given a report from some source who the recipient may think is more or less trustworthy, P(T), and more or less expert, P(E).1 The Bayesian source model provides a formal and computationally specific tool where reports from sources are not taken at face value but are modulated by the perceived credibility of that person. For example, if a person believes the source is a liar, she should be less inclined to revise her beliefs in the direction of a report from that source (indeed, she may believe in the hypothesis less after the statement from the supposed liar than she did before hearing the report).
As with Bayesian models in general, the components are subjectively perceived and may vary from person to person. Imagine Kate, the person from Chap. 3 who is considering whether the UK economy will crash in 2021. Her prior belief in one of the components, P(hard Brexit) is low—that is, even if she thinks a hard Brexit would impact the UK economy significantly, it does not impact her overall belief much, as she believes it is very unlikely to happen. However, Kate then speaks to Joanna, a friend of hers who works as a civil servant in the House of Commons. Joanna believes a hard Brexit is very likely due to internal rumours. Kate now has to revise her belief in the likelihood of a hard Brexit. Her prior belief in a hard Brexit was low (20%), but she rates Joanna as a trustworthy source, as Joanna has no reason to misrepresent what she knows (90%). However, Kate thinks Westminster rumours are noisy at best. Therefore, she believes Joanna only has moderate access to accurate information (60%). Given Joanna’s statement, Kate’s belief in the likelihood of a hard Brexit should go from low (20%) to slightly more possible (33%). The small increase is due to Kate’s belief in the noisiness of Westminster rumours, which weakens the effect of Joanna’s statement, even though she is very trustworthy.
Interestingly, the elements of the Bayesian source credibility model closely mirror findings in classical rhetoric and social psychology. Rhetoric defines ethos as an amalgamation of phronesis (practical wisdom), arête (virtues), and eunoia (perceived goodwill). Phronesis is akin to expertise while arête and eunoia refer to different aspects of trustworthiness (whether the person is thought to be moral or just and whether the person is perceived to have good intentions concerning the audience). Of particular interest, Aristotle—and subsequent rhetorical theory—places ethos with the audience rather than as an inherent quality of the speaker. That is, in line with the Bayesian assumptions, ethos is subjectively perceived (see McCroskey & Young, 1981 for a review of rhetorical ethos studies), meaning that two members of the audience can disagree on the credibility of a source. If they disagree on the credibility of the source, they should also amend their beliefs differently when that source provides them with a report. In line with rhetorical theory and the Bayesian source credibility model, social psychology has explored credibility traits. This research conceptualises credibility facets along two main factors: warmth and competence (Cuddy et al., 2009; 2011; Fiske et al., 2007), echoing trustworthiness and expertise.
Akin to Bayesian argumentation models, the source credibility model gives researchers and campaigners a process-oriented and subjectively generated tool to represent why statements from a politician may sway some people when others are not similarly persuaded. Rather than simply observing outcomes that appear different from voter to voter, Bayesian models provide a tool to explain why reasonable people may disagree. For example, if one voter believes the candidate is a liar and the other voter believes the candidate is earnest and competent, they should reasonably update their beliefs differently given the political messages from that candidate.
Thus, if campaigners can guess or actually elicit trustworthiness and expertise priors from key voter segments, they can better predict how (and why) the population will react to a particular persuasive attempt (with priors and conditional dependencies for the evidence) from a particular source. Rather than guesses and gut feeling, Bayesian models of belief networks and source perception provide a more direct way of intervening on the information environment.
The source credibility model has been supported empirically, in reasoning (Harris et al., 2015), political (Madsen, 2016), and gender studies (Madsen, 2018). During the primaries, Madsen (2016) elicited priors and conditional dependencies from citizens of the USA for five presidential hopefuls (three Republicans and two Democrats who were the frontrunners at that time): Donald Trump, Jeb Bush, Marco Rubio, Bernie Sanders, and Hillary Clinton. As was expected, Republicans and Democrats differ strongly when they evaluated statements from candidates from the two parties. However, when applying the source credibility model and comparing their responses with their subjective beliefs in the credibility of each candidate, the findings suggest that people made use of the same reasoning process, only with different priors. Figure 4.2 illustrates the high correlation between people’s responses and predictions based on the Bayesian model (‘attack’ and ‘support’ refers to positive or negative statements from the candidate concerning a policy).[image: ../images/453636_1_En_4_Chapter/453636_1_En_4_Fig2_HTML.png]
Fig. 4.2Applying the Bayesian source credibility model to political candidates


4.5 Updating Credibility
Imagine you are engaged in a conversation with a friend who you believe is knowledgeable about the capitals of the world. Now imagine that person confidently states that Bhutan is the capital of the UK. Most likely, you would not revise your belief, as you may be absolutely certain London is the capital of the UK. More likely, you update your belief in the source’s expertise in geography (or more specifically, the capitals of the world). Now, imagine you are at a dinner party and cannot recall if Bulawayo or Harare is the capital of Zimbabwe. While you may have previously asked this friend, the Bhutan gaffe might cause you to ask someone else, as your estimation of the friend’s geographical expertise has declined.
The Bayesian source credibility model enables quantified, testable, and specific use of credibility in political campaigns. The foundation of the model speaks to how people moderate their beliefs in accordance with the credibility traits of the speaker as well as the content of her statement—that is, how a given report of some speaker (Rep) influences the recipient’s belief in the hypothesis (H), thus P(H|Rep). This degree to which people moderate their beliefs is dependent on their prior beliefs concerning the speaker in question, specifically their perception of expertise and trustworthiness. However, rather than being fixed, people may change how to rate the credibility of various speakers over time. In other words, credibility is a dynamic and changeable feature rather than an inherent and fixed trait.
Fundamentally, we revise our beliefs about the credibility of someone else for two different reasons. Either the person says something that causes the revision (the probability of credibility given a report), or we may see some evidence that directly relates to something that person previously said (the probability of credibility given evidence).
Updating credibility given a report When a politician says something utterly hare-brained it may cause the public to change their opinion of his or her credibility. In the 2012 primary for the Republican presidential nomination, Governor Rick Perry stated he would do away with three government agencies if he became president. Having mentioned two, he could not remember the third. After an agonising moment, he conceded his forgetfulness with a ‘whoops’. His campaigned derailed hereafter, as voters no longer could think of him as a viable candidate. One forgetful moment shattered his credibility (presumably, mainly his expertise concerning politics).
While Perry’s gaffe presumably diminished how people rated his expertise or competence, other statements may diminish the perceived trustworthiness of a politician. For example, Donald Trump and his press secretary at the time, Sean Spicer, claimed the largest crowd in history attended the 2017 inauguration. This claim bemused and confused pundits, journalists, and many members of the public at large, as Obama’s 2009 inauguration crowd clearly outnumbered the 2017 event (see Hunt, 2017 for photographic comparisons). For many people, this suggested Trump and his administration were willing to produce misinformation even when faced with direct evidence to the contrary. As such, estimated trust in the administration may have gone down for some members of the public given this statement.
Updating credibility given new evidence Aside from producing hare-brained and personally damaging statements, credibility can be influenced when the public encounters new information that puts previous statements in a different and potentially troubling light. During the Danish election of 1998, then Prime Minister, Poul Nyrup Rasmussen, made a solemn promise to not alter a specific transfer payment scheme called ‘efterløn’. He won the election in March but altered the scheme significantly in November following a settlement with a centrist coalition. Given his promise not to alter the scheme, his perceived trustworthiness plummeted and he was ousted in the subsequent 2001 election. Notably, the evidence (i.e. the actual amendment of the scheme) changed the perception of his credibility while the initial report did not.
Additionally, the 2003 invasion of Iraq is a prime example of lost credibility in the face of new evidence (or, in this case, lack thereof). The intelligence communities of the UK and the USA stated that Saddam Hussein had access to weapons of mass destruction (WMDs). This was used as a significant reason to justify an invasion. However, no evidence of WMDs was discovered upon invasion. Subsequently, there was a public outcry, as some people felt their respective governments had invented a casus belli in bad faith. The intelligence communities and politicians involved suffered the loss of credibility as a result of the affair (Tony Blair’s subsequent reputation in the UK is influenced heavily by this).
The credibility of people, including political candidates, is malleable. For changes in credibility due to statements, a few factors influence how much credibility is actually changed. For one, it matters how far the statement departs from (or, for credibility gains, is in line with) the beliefs of the listener. Second, how deeply the listener holds the beliefs that relate to the statement. If the statement relates to beliefs that are central to a particular voter, deviations from this will make more impact than statements about issues that the voter cares little about. Third, the change is influenced by prior credibility ratings. If a person is already completely distrusted by another, hare-brained statements cannot reduce the credibility any further.
For changes in credibility due to new information, it matters how much the evidence departs from the initial promises or predictions. The greater the actual outcome departs from the promise or prediction, the more credibility will be affected. Second, the change is influenced by how firmly the initial promise or prediction was made. For example, whether a politician states ‘unequivocally’ or ‘possibly’ to allocate additional funding for the National Health Service in the UK influences how the eventual funding scheme is reviewed. Third, as with changes due to reports, the prior credibility ratings influence the change.
While the above examples focus on the loss of credibility due to incongruous reports or new information that contradicts reports, it is, of course, possible also to gain credibility. For example, political statements may be in line with beliefs or values that are strongly held by members of the electorate, which may cause the public to change their perception of that speaker. In addition, people can gain credibility by predicting outcomes that other people failed to foresee.2 Plausibly, there is an asymmetry between loss and gain of credibility. For example, trust is easy to lose and hard to regain, as a wilful lie represents a detrimental readiness to misinform while continued truth-telling merely suggests adherence to pragmatic norms of communication (Carston, 2002; Grice, 1989; Sperber & Wilson, 1995).3 On the other hand, a mistake does not necessarily invalidate perception of expertise (e.g. a pianist does not lose her capabilities due to a singular bad performance), but can be regained more easily (e.g. by training, taking a course in the relevant topic). As perceived trustworthiness seems to impact reasoning and decision-making more than expertise (as an inexpert source is just noise, but a malicious and well-informed liar can be deceptive), loss of perceived trust is potentially more detrimental than loss of perceived expertise.
Given an adequate understanding of the process of the dynamics of credibility, campaigners can use this malleability strategically.4 They can design campaign ads to increase their personal credibility or, more pertinently, attack ads designed to decrease the credibility of opposing candidates. Given information on credibility perception for target parts of the electorate, attack ads can make use of reports from other candidates that are particularly far removed from their deeply held prior beliefs and values. Knowing the electorate and their respective pressure points optimises the design of attack ads for content, style, and other persuasive techniques.
4.6 Source Dependence
Political discourse does not exist in a vacuum where one source communicates with a recipient in isolation. Typically, political discourse has a number of actors (multiple politicians, pundits, other citizens on social media, and so forth). Importantly, some of these sources are linked with each other. If two sources provide the same information, it is critical to know if they arrived at that conclusion independently of each other, or if they arrived at the conclusion jointly. This is the difference between sources that are independent of each other and sources that are dependent on each other in some way. For example, Harriet Harman and Diane Abbott are both members of the UK Labour Party, Richard Ayoade and David Mitchell both performed at Cambridge Footlights, and David Kendall and Bill Clinton were both Rhodes Scholars at Oxford.
Sources can be linked in a number of ways. Jury members deliberate and reach an agreement before they deliver their verdict; members of the same political party often toe the party line; researchers who collaborate on a paper will provide the same evidence. If five scientists publish a paper, the conclusion of the paper is the same if you hear it from one author as if you hear the conclusion from all five authors sequentially. Comparatively, if the scientists had conducted experiments in isolation from each other and all reached the same conclusion, your belief in their conclusion should increase as if you hear the conclusion from all five authors sequentially.
That is the importance of knowing the relationship between the sources that provide you with information or that are trying to persuade you or something. Sources may be entirely independent of one another (producing their data and drawing their conclusions in isolation from other sources) or somehow dependent (e.g. jury members who reach unanimity after a prolonged discussion are deeply interconnected). The way sources are connected is important to belief revision, both theoretically and empirically.
Failure to appreciate the dependence of information can lead to potentially disastrous conclusions. For example, given multiple reports suggesting the presence of WMDs in a foreign country, an intelligence agency may increase its belief in the veracity of this proposition (unlikely as it may be prior to the reports). Multiple cooperating reports may sway the agency to believe such an improbable hypothesis. However, if it turns out all reports based their conclusion on a shared source, the cooperation of the reports is compromised, as their conclusions are no longer independent, but deeply dependent on the account from the shared witness. That is, a failure to appreciate the dependency or independence of sources is critical to reasoning and decision-making.
Bovens and Hartmann (2003) give a Bayesian network model for the impact of source dependence (see also Harris & Hahn, 2009). In their book, Bayesian Epistemology, they show that the structure and relationship between sources influence the degree to which reports should normatively shape the recipient’s belief in the hypothesis and the posterior degree of belief in the reliability of each source given multiple testimonies.5 While there are many ways sources can be linked with each other, Figs. 4.3a and b provide illustrative examples.[image: ../images/453636_1_En_4_Chapter/453636_1_En_4_Fig3_HTML.png]
Fig. 4.3(a) Full source independence (b) Partial source dependence


Figure 4.3a shows a condition where the sources are entirely independent of one another. For example, climate scientists may conduct independent studies of the same phenomenon and produce reports of their findings without any knowledge of the conclusions or data of the other teams. This would constitute fully independent sources, as they do not rely on the same apparatus, do not share results before making their reports known, and do not communicate between teams.
Figure 4.3b shows a condition where sources share a background. This provides a constraint on the informativeness of each source, as their reliabilities are influenced by a common cause (e.g. economists who studied at the same school of thought may be more likely to interpret data in a similar way and reach the same conclusions). If the sources share a common background, their reports are linked and also influenced by the quality of their shared background. The shared background not only influences the reliability of each source but also the degree to which reports from those sources impact the hypothesis.
In both figures, ‘H’ represents the belief in the hypothesis, ‘RepX’ is a report from source X, and ‘RelX’ is the reliability of source X. Madsen et al. (2018, 2019) tested these assumptions empirically and found that people were in line with Bayesian general predictions. This is crucial to modelling political communication, as it shows people revise their beliefs in hypotheses given reports differently depending on how they see the link between sources. Thus, if a politician wishes to persuade the electorate that climate change is real and that humans contribute to it, reports from multiple scientists might not be effective if the electorate believes that the scientists are somehow dependently connected (that is if they believe scientists look more like Fig. 4.3b than Fig. 4.3a). As such, the Bayesian models provide a powerful tool for describing how people see the world. If voters (mistakenly or correctly) believe two sources are linked, they should and will treat congruous reports from those sources differently than if they believe the sources are fully independent.
The dependency of sources is linked to the so-called ad populum fallacy. This is the supposedly fallacious acceptance of a belief because many people believe it to be true. However, as with the fallacies considered in Chap. 3, the outright dismissal of this structure may be hasty. If 200 people independently recommend a restaurant, it is probably safe to assume they serve decent and hygienically made food. If, however, the 200 people are all related somehow (e.g. they all attended the restaurant on a night where a guest chef produced the food), the Bayesian model shows that the belief in the goodness of the restaurant should be modulated less strongly. In line with this, studies suggest the impact of several witnesses can be explained using Bayesian models (Madsen et al., 2018, 2019). Indeed, collective guesses from groups of inexpert people have been known to outperform expert individuals (the so-called Wisdom of the Crowd effect, Surowiecki, 2004). However, this should only be the case if the guesses are independent of each other.
Despite classic notions of ad populum fallacies, the amount of congruous or incongruous reports should matter to people. If people have truly gathered their information in isolation from each other, it should increase belief in their findings if they happen to agree with each other. If, however, the people are hired by the same company or are linked in other ways (intellectually, socially, economically), the conclusions should be tempered in this light. Thus, the impact of each report and the credibility of each source should normatively depend on a variety of factors such as relative homogeneity, individual or shared credibility, and type and strength of the dependence between the sources.
As we have seen previously, these reactions are somewhat intuitive and relate to how we approach information in everyday life (e.g. we might be less persuaded if we learn all the known reports come from people who work at the same company). The phenomenon of dependence, and belief revision and credibility more generally, can be modelled using Bayesian approaches. These models rely on the foundations we have explored before. First, the beliefs that feed the model are subjective in nature (meaning that some voters believe a shared source such as The Bible is credible while others do not). These include prior beliefs in the credibility of the sources (both independent and shared), beliefs in the conditional dependency (meaning that the shared link can be highly relevant, such as being on the same committee, or irrelevant, such as having graduated from the same six form), and perception of the source structure (some voters may believe climate scientists are independent while others may believe they are connected in some way).
Additionally, Madsen et al. (2018) show that people change their beliefs in line with Bayesian prediction when they are told that sources are related. This touches on the persuasive potential of changing people’s beliefs, not of the evidence or credibility per se (important as that is), but of the foundational way they see how candidates and key people are linked.6 The suggestion of alternative factors such as source dependence can (and will) drastically change how evidence is perceived.7
The fact that we can model people’s subjective understanding of the world in terms of prior beliefs, conditional dependencies, and structural dependencies provides a supremely useful tool for campaigners. If a campaigner understands how the main targets see the world (in terms of priors, conditional dependencies, and structural dependencies), she can design campaign literature that specifically targets the most vulnerable and effective part of that belief system.
4.7 Candidate Gender as a Moderating Factor
So far, we have discussed how Bayesian models can capture, describe, and predict the effect of source credibility integral functions: its impact on belief revision, the dynamic aspects of credibility itself, and the impact of source dependency. Rather than being a shallow cue to be avoided or categorised as a fallacy, these are deep and meaningful aspects of how people receive and process new information in real life.
In spite of illustrative examples, we have so far considered a source in the abstract (as an amalgamation of trustworthiness and expertise and as independent or as part of a network of sources). Bastardising the famous Stein poem, one may say that so far ‘a source is a source is a source’. However, there are factors that influence how sources function aside from perceived trustworthiness and expertise. Unfortunately, some people may disregard or ignore information from women or from people of a different faith, not due to low ratings of expertise or trustworthiness, but simply from misguided and discriminatory reasons (conscious or not).
In the 2016 presidential election in the USA, some commentators have argued that Donald Trump used gender-based attacks (Chozick & Parker, 2016) that may have caused Hillary Clinton to battle misogyny alongside the usual campaign issues (Jamieson, 2017), though some disbelieve this hypothesis (Cohen, 2016). While Clinton is an example to be debated, numerous studies have explored how women are seen, evaluated, and can act in the realm of politics.
Women political candidates may have to battle stereotypes of how they are ‘supposed to be or behave’ in addition to other political challenges. For example, women are described as compassionate, honest, trustworthy, willing to compromise, and more empathetic, whereas men are typically described as stronger leaders, decisive, self-confident, and better able to handle a crisis (Dolan & Lynch, 2014, 2016; Holman, Merolla, & Zechmeister, 2011; see Schneider & Bos, 2014 for a review of the literature on gender-based stereotypes). Recently, the adjective ‘likeable’ has been attached almost exclusively to women candidates such as Hillary Clinton and Elizabeth Warren, suggesting they need to embody traits that are not expected (or evaluated) of their men counterparts.
Laustsen (2017) argues that voters may prefer powerful and strong candidates if they seek protection against a threatening environment and the so-called warm candidates if they see the world as peaceful (Laustsen, 2014, additionally argues that perceived competence is critical to evaluating political candidate). How the context is perceived matters greatly in politics (Holman et al., 2011). If voters have a choice of candidate, Meeks (2012) argues, they will evaluate the candidates’ abilities to handle political issues as well as their personal characters before deciding. Consequently, the perceived personal qualities of candidates are important when voters assess the argumentation of candidates and choose a candidate.
The literature remains divided as to the exact impact and role of gender stereotyping in politics concerning voter reasoning and decision-making. As outlined here, some argue that gender stereotyping does not lead to bias against women candidates, whereas other authors find evidence that such biases do exist.
Evidence against Biased Impact of Gender Stereotyping Ditonto, Hamilton, and Redlawsk (2014) report that survey-based studies often do not find overt bias towards women, but experimental studies often find differences due to gender issues. Dolan and Lynch (2014) expand this argument by pointing out that voters may discriminate when they are exposed to abstract candidates in an experiment, but in real-world situations, voters evaluate individuals, not abstractions. The qualities of an actual candidate are known to voters, who will then relate to that person and not to an abstraction. For that reason, they argue, gender stereotyping will be less important in real-world evaluations.
Meeks (2012) shows that overall news coverage emphasises women’s novelty more than men’s, and, regardless of perceived gender congruence, women receive more political issue and character trait coverage than men. This indicates that women candidates should not necessarily be disfavoured when they run for office. Holman, Schneider, and Pondel (2015) find that although candidates of any gender can use so-called identity-based ads (appeals based on emotional attachment) to affect women’s votes, only women candidates are able to prime women voters’ gender identity. Comparatively, men were generally unaffected by such appeals. This indicates that women candidates may have advantages in some respects but disadvantages in other types of campaigning.
In a recent experimental study, Coffé and Theiss-Morse (2016) find no differences between candidates with regard to voters’ perception of their competence (this is in line with Ditonto et al. (2014) who shows no overt bias—however, as we shall see, this does not exclude covert biases). Rather, the authors find that occupational background (expertise) is more important. Finally, Bauer (2015) finds that stereotypes only have an impact if they are activated during the election campaign. Although, stereotypes do impact campaigns if they are activated. This literature thus indicates less overt discrimination when asking people, but indicates that stereotypes do matter when activated in campaigns.
Evidence Supporting Impact of Gender Stereotyping Other studies, however, provide more direct evidence of discrimination and identify mechanisms through which gender stereotyping has a negative impact for women candidates. Smith, Paul, and Paul (2007) find that gender bias is a significant obstacle for women presidential candidates. Similarly, Carlin and Winfrey (2009) show that Hillary Clinton and Sarah Palin experienced a considerable amount of negative coverage that may have discredited their suitability for office when campaigning against male candidates in 2008. Supporting this, Paul and Smith (2008) find that women presidential candidates are viewed as significantly less qualified to be president compared with male candidates with similar credentials.
Schneider and Bos (2014) show that women politicians are defined more by perceived deficits than strengths compared with male politicians. Holman et al. (2011) draw similar conclusions, finding that a context of fear of terror caused voters to prefer male political leaders. This result confirms the gender stereotypes mentioned earlier since voters should be expected to prefer strong leaders in a threatening context of terror.
Exploring the persuasive potential of candidates, Hansen and Otero (2006) find that women politicians seem to gain advantages if they prove to be “tough” and, at the same time, signal care and compassion while Lee (2014) finds that women candidates increase voter intentions by focusing on “soft” issues, while it is more advantageous for male candidates to focus on “hard” issues. On the other hand, an experimental study by Bernstein (2000) suggests that message explicitness on a stereotypically masculine policy area (crime) seems to be more important for women candidates. In a similar vein, an experimental study by Leeper (1991) suggests it may be optimal for women candidates to apply a “masculine” approach in their campaign.
Testing the impact of candidate sex on belief revision, Madsen (2016) shows that male voters were significantly less convinced by policies proposed by Hillary Clinton compared with female voters despite the fact that male and female voters did not differ in prior beliefs regarding Clinton’s (or other candidates’) trustworthiness and expertise.8 This pattern, replicated under greater experimental control in Madsen (2018), is not observed for any of the male candidates, suggesting covert reasoning discrimination.
In this framework, overt discrimination refers to people who willingly and knowingly assign different priors or conditional dependencies to candidates because they are female (or some other subset of the population who are discriminated against such as ethnic minorities, LGBTQI+ candidates, etc.). Overt discrimination is particularly observable if two candidates have identical qualifications, but are rated differently by some subset of the electorate due to some trait (e.g. candidate sex). Comparatively, covert discrimination refers to situations where voters react differently to information or suggestions from female candidates despite the fact that the voter agrees on trustworthiness and expertise priors and the relevant conditional dependencies.
In all, the studies suggest women in politics have to navigate a stereotype-driven perception where they simultaneously embrace female stereotypes while adopting (but not co-opting) male stereotypes. This suggests that women candidates are expected to embody and project different and possibly conflicting stereotypes simultaneously. This puts considerable strain on how women can act, be, and what they can say during campaigns. They are, in a way, damned if they do, damned if they don’t. In addition, Madsen (2018) suggest that male voters are less likely to update their beliefs given reports from females they perceive to be highly credible compared with identical male candidates. This impacts their persuasive potential.
These constraints may help to explain why women are underrepresented at all levels of elective office in the American government (Bauer, 2015). The Center for American Women and Politics reports that women held fewer elective offices than men in 2016: 19.6% of congressional seats, 20% of US Senate seats, and 24.4% of state legislature seats.9 The studies collectively suggest that stereotyping, reasoning and decision-making discrimination, and campaign reports on individual candidates disfavour women. In addition, the studies show that belief revision and voting goes beyond the perception of trustworthiness and expertise.
While the section considers candidate gender or sex as factors for potential discrimination, the reality is sadly more expansive. People’s ethnicity, socio-cultural status, religious convictions, and much more are also sources of discrimination. The impact of these factors will change from voter to voter, from election to election, and from society to society. Crucially, researchers and campaigners can test the impact of these for any given election and parameterise their models accordingly to adjust for perceived biases (or to use existing biases strategically in attack ads or campaign literature). Campaign managers can use experimental data, surveys, and data extracted from individual people targets to build models of the effects of specific candidates and how they will impact specific sections of the electorate. This can be used to quantify and use biases, discriminatory reasoning, and decision-making in an optimal manner.
4.8 Chapter Summary
The perceived credibility of a political candidate matters greatly to the success and failures of their campaign. If they are perceived as having high expertise as well as being trustworthy, political studies show that people are more likely to vote for them and increase their intention of actually turning up for the election. Concurrently, studies in persuasion literature show that people with high credibility have a significant impact on how evidence is processed and whether people follow their advice and suggestions.
Some theories label appeals to authority as fallacious and as a shallow cue to be ignored if voters consider the content of the message in more detail. However, this may be a simplified description of the impact of credibility on argumentation and belief revision. Given the fact that political discourse mainly considers questions with incomplete and noisy information, where people can invent evidence and lie to the electorate, and where candidates try to predict what is going to happen in the future, we cannot refer to the content of the message in isolation from the candidate. Knowledgeable candidates can provide better and more accurate predictions about the future and trustworthy candidates are less likely to provide misinformation (although, they can of course unwittingly disseminate misinformation if they labour under the apprehension that the information is genuine).
People differ wildly in their estimation of individual politicians, governmental institutions, News media, and other political operatives. Some people may believe the government is incompetent and cannot be trusted while others believe the opposite. As with belief revision from evidence, reasonable people can disagree on these kinds of estimates, either from having access to different information sources, having been brought up in different socio-cultural contexts, through personal experiences or by inhabiting different social networks.
From a Bayesian perspective, we expect people to arrive at fundamentally different conclusions if they disagree on the perceived credibility, meaning that campaign literature is well received by voters who see the candidate as credible (resulting in the voter changing their beliefs in the desired direction) and is poorly received by another voter who dislikes the candidate. The Bayesian source credibility can formally express how people should react to information from a given candidate. As with the belief networks mentioned in Chap. 3, this allows shrewd campaigners with access to information that can inform model parameters for specific voters to develop, test, and optimise persuasive messages for target demographics. It further allows for campaigners to choose the best candidates to reach a subset of the electorate. For example, a Democratic presidential candidate might happen to be unpopular with swing voters, aged 25–35, while former Vice President Joe Biden may be perceived to be credible among that group. Knowing this, a campaigner could use him to develop messages targeting that audience.
Aside from predicting the immediate impact of reports, the components of credibility (trustworthiness and expertise) are themselves malleable. If a candidate, otherwise seen as highly credible but says something that strays significantly from the values of the electorate, they may update their belief of the candidate’s credibility rather than their degree of belief in that proposition. Similarly, new information can undermine the credibility of a candidate. The rate at which credibility is lost may be asymmetrical and faster than it is regained. This is more the case for trustworthiness than expertise, the other aspect of credibility. As such, credibility is as malleable as political beliefs.
The relationship between different sources greatly influences how evidence and messages are processed. If people believe the sources have gathered information and arrived at congruent conclusions independently of each other, multiple reports should have strong confirmatory effects. However, if people believe the sources share some common source or are otherwise related, multiple congruent reports should have far less impact. Empirical studies suggest that people do update their beliefs in this way when they are told that seemingly independent reports came from sources connected with each other.
While the Bayesian model can capture integral functions of the impact of the credibility of the candidate, there are factors that are not included in the model but which may nonetheless affect how persuasive messages, argumentation, and advice are perceived and followed. For example, several studies suggest that women candidates are at a disadvantage compared with their men counterparts, both in terms of persuasiveness and in terms of giving advice. Targeted studies can elicit how such factors can impact persuasion and influence in an election for a particular candidate.
Bayesian models provide a computationally specific and testable representation of the key features related to candidate credibility. Akin to modelling belief revision from evidence, this gives campaigners formal tools to uncover why persuasive messages are effective with some and not with others. Additionally, if the models that can explain the process of belief revision (either from evidence or from sources), the campaigner can use these belief networks (priors, conditional dependencies, structural dependencies, etc.) to uncover the most effective pieces of argumentation, the most effective person to deliver these, and the most effective way of doing so. As we shall discuss in Chaps. 6, 7, and 8, data can inform these models directly, allowing for generation of messages targeted for each individual voter. In turn, this can guide strategies that are developed specifically for that subset of voters by using their subjective perception of the world to more effectively persuade them—or as is otherwise known: micro-targeted campaigning.
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Footnotes
1Bayes’ theorem can be expanded to integrate the credibility elements such that the posterior degree of belief in the hypothesis (H) given the representation (Rep) yields:[image: $$ \mathrm{P}\left(\mathrm{H}|\mathrm{Rep}\right)=\mathrm{PHx}\ \left(\mathrm{P}\left(\mathrm{rep}|\mathrm{H}\right)\mathrm{PHx}\ \right(\mathrm{P}\mathrm{H}+\mathrm{P}\neg \mathrm{Hx}\ \Big(\mathrm{P}\left(\mathrm{rep}|\mathrm{H}\right) $$]



where P(Rep|H) = P(Rep|H, E, T) ∗ P(E) ∗ P(T) + P(Rep|H, ¬E, T) ∗ P(¬E) ∗ P(T) + P(Rep|H, ¬E, ¬T) ∗ P(¬E) ∗ P(¬T) + P(Rep|H, E, ¬T) ∗ P(E) ∗ P(¬T); mutatis mutandis for P(Rep|¬H). The conditional probabilities should be read as follows: P(Rep|H, E, T) refers to ‘the probability that a person who is 100% trustworthy and who has 100% access to accurate information would say that something is true when that thing is also true in real life’.

 

2The economist Nouriel Roubini is a good example of increased reputations from predictions. In 2006, he predicted the housing crisis that eventually led to the economic collapse of 2007–2008, earning him the moniker ‘Dr doom’.

 

3Additionally, repeated statements are related in order—once caught in a lie, subsequent truths can be a long-run deception strategy to regain trust. Alternatively, once caught in a lie, the public may assume following statements are also lies even if they are genuine.

 

4While these processes are described in a qualitative manner in this chapter, they currently lack proper Bayesian models and empirical testing.

 

5You can calculate how people should update their belief in the reliability of the source given multiple corroborating reports as[image: $$ {\mathrm{P}}^{\ast (n)}\left({\mathrm{REL}}_n\right)=\mathrm{P}\left({\mathrm{REL}}_n|,{\mathrm{REL}}_1|,\dots |,{\mathrm{REL}}_n\right) $$]



where u refers to the probability of reliability of the SR, P(SR), s refers to the conditional probability: 1 > p(RELi|SR), and t refers to the conditional probability > p(RELi|SR) > 0, a refers to a randomisation parameter, and h refers to the prior probability of the hypothesis. See appendix C.3 and C.4 in Bovens and Hartmann for the full derivation.

 

6Much work needs to be done here in relation to conspiracy theorists and their perception of source dependency.

 

7Aside from dependency, Bayesian networks can also incorporate alternative explanations such as the possibility of deception.

 

8This section focuses on the impact of candidate gender (non-binary). Comparatively, Madsen (2016, 2019) explores the impact candidate sex (male/female) has on persuasiveness. While these are different concepts, they inherently perform similar functions: understanding how candidate traits impact their persuasive potential as candidates. Such studies can be extended to explore the impact of candidate ethnicity, religion, or any other trait that may influence their persuasive potential and their campaign possibilities. When referring to gender studies, I use ‘men/women’, but use ‘female/male’ when referring to sex studies. For example, Madsen (2019) uses candidate sex to explore discriminatory reasoning and biases.

 

9http://​www.​cawp.​rutgers.​edu/​current-numbers, extracted December 2016.
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Ultimately, the quiddity of a political campaign
              
             is whether or not it successfully gets the preferred candidate elected or cause implemented. While this book is primarily focused on the political aspect of micro-targeted campaigns, any method that yields possible advantages to persuasive campaigns naturally extends beyond the political sphere into any area where someone wants to change the beliefs and behaviour of people. Public health campaigns may aim to encourage people to exercise more or eat healthier, anti-piracy campaigns aim at reducing streamed content online and pirating of entertainment, and campaigns for traffic safety may aim to discourage people from drink-driving. The methods and models discussed here can be used for any campaign management and optimisation challenge. For all these types of campaigns, the litmus test is whether or not the campaign produces the desired behaviour. Do people eat more healthily? Do fewer people drive drunk after the campaign has concluded? Did my candidate win the campaign?
Typically, the foundation for campaigns is literature and information. As we have seen, studies often focus on measuring outcomes given some objective beliefs or information states. Often these studies show discrepancies between people’s beliefs and their eventual behaviour (e.g. knowing gambling odds, but acting in needlessly risk-adverse manners or knowing the benefits of exercise, but failing to act on it despite good intentions). This suggests that in some cases the normative and causal relationship between a person’s beliefs and her actions can be rather weak.
Beliefs do not always cause or allow for the desired behaviour. A person may believe exercise is healthy and a desirable activity, but might not act on this belief for a number of reasons: it is difficult to change ingrown habits, the person may need the support of friends to exercise, or the person may prioritise time with friends at the pub. Competing preferences, lack of opportunity, and many other factors may entail that a person, entirely reasonably, does not act on a belief. Therefore, measuring one isolated belief is insufficient to predict with accuracy if the person will act on it. Of course, campaigns must understand the (subjective) beliefs of its target audience in order to be effective, but it must equally understand why people act—if a particular action (such as voting) comes from beliefs, social conformity, habits, or some combination thereof. As with belief changes, a campaign manager needs process-oriented models to intervene on people’s behaviours in the most effective way.
In politics, it is entirely possible to run a successful persuasion campaign where they manage to change voters’ beliefs about a particular issue without seeing this reflected in the outcome of the election. For example, if a candidate manages to persuade the electorate that she has a viable strategy for public parks, it may have little impact in the election if the management of parks is less causally related with voting compared with other issues. That is, if a persuasion campaign targets beliefs that are low in priority for the voters, they may not result in behaviour changes. For this reason, it is important to consider two separate, but interdependent questions. Firstly, why do people change their beliefs about particular issues? We explored this in Chaps. 3 and 4 where we considered the integration of new information of statements from other people with prior beliefs. Secondly, why do people behave the way they do? For sure, their beliefs will impact behaviour, but behaviour is more complicated and will involve aspects such as social pressure, habits, competing preferences, capability, and so forth. In campaigns, this is reflected in the division of effort between efforts to persuade and efforts to galvanise the electorate to turn out (the so-called get-out-the-vote campaigns that aim to influence behaviour).
5.1 Persuasion and Influence
Although ‘persuasion’ and ‘influence’ are often used synonymously
                
               in the literature, it is worth distinguishing the concepts. Here, we argue that the former primarily deals with beliefs and the latter with behaviour. For the purpose of this book, ‘persuasion’ is the focal concept since it refers to any and all means that change people’s beliefs and 
                values
                
              , but not necessarily their behaviour. As we have discussed in the previous chapters, people may change their beliefs for a number of reasons. They may see evidence that causes them to update their view of the world, they may use information to make inferences and generate causal structures that eventually shape how they see the world, and they may revise their beliefs if people give them information. Chapter 3 discussed belief revision from direct evidence, and Chap. 4 discussed belief revision from indirect evidence (via reports from other sources). Whether the information comes directly or indirectly, people can use it to infer other beliefs.
Comparatively, in this book ‘influence’ refers to any and all means that may change people’s behaviour without necessarily changing their beliefs and values. For example, motivating a person to vote can result in behavioural change without changing the voter’s belief about the candidate or specific issues—the GOTV efforts are specifically designed to achieve this, as they focus on turnout rather than political arguments or persuasion (Green & Gerber, 2008). Strategically, influence campaigns are important. In an election, a campaign model may estimate that 83% of a particular area is likely to support their candidate. However, if the historical turnout in that area is low (e.g. due to disenfranchisement, lack of political investment, or for other reasons), the campaign may simply focus on turnout rather than running a persuasion campaign, as most of the people already support the preferred candidate. In such an area, it is more important to mobilise behaviour of supporters than to convince the final 17%. Thus, for every additional 100 people they manage to get to turn out, they can expect gain. While the opposition might get 17 of those voters, the campaign expects to get 83 (thus, an effective difference of 66 voters for every 100 voters they can activate). As such, the campaign may not bother investing in persuasion efforts in that area but may focus entirely on influencing behaviour. This can involve bussing people to polling places, helping with practical tasks like babysitting while they vote, or reminding people that the election takes place that day.
As discussed later, behaviour may stem from a range of influences other than specific beliefs. For public health campaigns, this is evidently true. Most people know that exercise is good and salads are healthier than pizzas. Clearly, it is not an information deficit that causes behaviour, but rather other factors that are causally linked with behaviour. For any campaign, political or others, it is therefore essential to understand the differences between persuasion and influence and have clear and well-defined strategies for both.
The field of nudge theory is an example of interventions that do not operate at the level of incentives or direct information. A nudge is “…any aspect of the choice architecture that alters people’s behaviour in a predictable way without forbidding any options of significantly changing their economic incentives” (Thaler & Sunstein, 2008, p. 6). For example, placing the most popular candy at the check-out at the eye-level of toddlers may bring about desired behavioural effects. Nudges have been called a “…logical evolution in governance landscape” (Kosters & Heijden, 2015, see also Bradbury, McGimpsey, & Santori, 2013), as they offer cheap and inventive ways to achieve desired behavioural outcomes.
Additionally, behaviour can be influenced by the actions of others without operating at the level of concrete belief changes. Demonstrations that turn riotous are examples of this. If demonstrators are too close to each other, it may only take a small shift to make people panic, which can spark a riot. For example, a police officer moving too close to a nervous demonstrator who in turn stumbles onto another person who becomes agitated and shoves the initial guy into a third person. Soon enough, the small act of the policeman has set in motion a chain of events that spiral out of control where the riotous turn cannot be directly attributed to any one individual or to any planned act from a set belief (see Epstein, 2013 for an example of a riot model). Other drivers of behaviour may include adherence to social norms (Cialdini, 2007), socio-economic opportunities (Michie, Atkins, & West, 2014), and habits (Gardner, Bruijn, & Lally, 2011).
This book mainly focuses on persuasion as related to political campaigns, in particular, micro-targeted campaigns. That is, how campaigns can use personalised data to build models of people’s subjective beliefs, their psychological profiles, their expected impact on an election, and their likelihood of voting. While the discussion mainly considers beliefs, it is worth noting that the methods are directly translatable to behaviour: a solid, data-driven understanding of why people behave means that campaigns can develop and test means to influence behaviour in the desired fashion. Thus, the methods discussed in Parts II and III can be extended to influence as well as persuasion efforts.
A multitude of factors influence our beliefs and values, which may change and solidify or become depreciated over time through socio-cultural interactions (we shall return to time and interactions in Part III). In political campaigns, beliefs and values are mainly influenced through direct or indirect evidence such as speeches, campaign literature, chats with neighbours and colleagues, and so forth. Equally, a number of factors influence the way we behave, such as the choice environment, social norms, beliefs/values, and habits. As different aspects affect beliefs/values and behaviour, it makes conceptual sense to separate the two when modelling the voters in a political campaign.
5.2 From Belief to Behaviour
Behaviour has been explained in a number of different ways, including the influence of choice architecture (Thaler & Sunstein, 2008), social psychological mechanisms (Cialdini, 2007), and through a factorial wheel of influences (Michie et al., 2014). Classically, however, beliefs and intention are thought to underpin behaviour, as people should act somewhat in accordance with their understanding of the world. For example, if I wish to get a good coffee, I am capable of walking to Old Spike in Peckham, as I believe the coffee to be both excellent and purchasable from their establishment. The link from beliefs and values to intentions to behaviour has been a frequent element in theories such as reasoned action (Fishbein, 1980), interpersonal behaviour (Triandis, 1980), and the theory of planned behaviour (Ajzen, 1980; Ajzen & Madden, 1986), which monitor behaviour through intentions of behaviour (influenced by individual’s beliefs and her perception of situational control).
According to the theory of planned behaviour, “…perceived behavioural control together with behavioural intention, can be used to directly predict behavioural achievement” (Ajzen, 1991, p. 184). Additionally, social norms and the person’s attitude towards the behaviour are crucial in generating an intention to act in accordance with the behaviour.
Attitudes and social norms A person’s attitude towards the behaviour depends on whether or not the behaviour is seen as positive or negative. Whilst the attitude refers to the beliefs of the individual, social norms refer to the person’s belief in the attitude of society concerning the behaviour in question. That is, a person may believe that a particular behaviour is beneficial, but may simultaneously believe that society at large does not condone the behaviour.
Perceived Behavioural Control (PBC) A person needs to have the capability to carry out a behaviour. For example, a person may believe that ending world hunger is beneficial, but may simultaneously believe they have little personal behavioural control regarding solving the issue. Thus, personal and social attitudes towards an action differ from the amount of control the subject has in order to carry out the behaviour.
Intention Refers to the cognitive motivation to plan and carry out the behaviour. If PBC is high, personal and social attitudes are positive, and beliefs in those attitudes are high, the theory of planned behaviour predicts that a person should generate an intention to carry out the action. The linking is shown in Fig. 5.1 (adapted from Ajzen, 1991, p. 182).[image: ../images/453636_1_En_5_Chapter/453636_1_En_5_Fig1_HTML.png]
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If a person has a positive attitude towards the behaviour, a belief that the behaviour is a social and/or societal norm, and has a high degree of perceived behavioural control, we should expect a strong correlation between the belief in the goodness of the outcome of that particular behaviour. That is, if the person has a high degree of behavioural control, if the behaviour is seen as something positive both socially and individually, they should, according to the theory of planned behaviour, generate an intention to form a plan to carry out that action.
In a way, outcome-focused studies implicitly assume that people use their beliefs to integrate information and to make decisions, as supposed errors are compared with (subjective or objective) knowledge of the world and what this amount of knowledge should yield (cf. voting correctly and the proximity rule).
In the political arena, it is equally tempting to think that beliefs will translate into behaviour—if a person strongly believes in universal healthcare, it stands to reason that this person should be more likely to vote for a politician who supports this idea. Comparatively, if a candidate argues against universal healthcare, the voter should be less likely to cast her ballot for that candidate.
However, as mentioned, behaviour is influenced by a multitude of factors that go beyond intention generated from people’s subjective beliefs about the world. These include, but are not limited to, the choice environment (Thaler & Sunstein, 2008), the actions of others (Epstein, 2013), adherence to social norms (Cialdini, 2007), socio-economic opportunities (Michie et al., 2014), and habits (Gardner et al., 2011). Additionally, competing preferences may cause a voter to deselect one candidate despite agreeing on some issues. For example, a politician may be pro-life and an advocate for universal healthcare. A voter may agree with him on universal healthcare, but may find it impossible to vote for a pro-life candidate. Thus, hierarchical preferences may influence whether a particular belief turns into a specific behaviour (here, voting). Second, some deliberative systems operate on a winner-takes-all basis. If a voter lives in a non-competitive district, the person may abstain from voting out of pure apathy rather than lack of means or interest. The mid-term elections in the USA are examples of this. While ~55–60% vote in the presidential election, only ~35–40% vote in the midterms. Finally, studies concerning belief to behaviour in exercise show that the Theory of Planned
                
               Behavior requires modification in order to account for the competing determinants of behaviour such as personality traits (e.g. Conner & Abraham, 2001; Courneya, Bobick, & Schinke, 1999; Rhodes & Courneya, 2003).
The fact that beliefs do not translate directly into behaviour (given the means and opportunity to do so) complicates election campaigns. For sure, beliefs and values are paramount factors in predicting people’s behaviour (as people are entirely capable of using their knowledge of the world to guide their actions on a daily basis). Thus, persuasion as defined above lies at the heart of any political campaign. However, a focus on beliefs and values alone is insufficient due to the myriad of factors that may cause or hinder the desired behaviour. As a consequence of this, campaigns require specific get-out-the-vote strategies (Green & Gerber, 2008) to galvanise people they believe will vote for them. This may include designing message types, content, and employ sources that are thought to appeal to the target demographic the most. We shall discuss various get-out-the-vote strategies in Chap. 6.
5.3 Choosing a Candidate
Inherently, understanding, modelling, and predicting how people change their beliefs is crucial. In Chaps. 3 and 4, we saw that seemingly different outcomes may be explained and predicted by identical (Bayesian) process models that are merely instantiated differently (be it through different priors, different perception of credibility or source dependency, or through different access to information). To get a proper and accurate model of belief revision is a tremendous campaign advantage, as it allows for the development of optimally relevant persuasive messages that can be tailored to people’s subjective perception of the world.
However, ultimately campaigns need to understand and model why (and how) people vote. If the campaign fails to encourage people to actually turn out and vote on Election Day, the persuasion efforts will have been wasted. It would be a horrible realisation for a campaign to discover that the majority of the population supported their preferred candidate, but that failure to motivate voters or identify the relevant voters in first-past-the-post elections (see Chap. 6) meant that an opposing candidate won despite having less support in the electorate. Aside from understanding how the electorate gauges information and sources, they also need to understand why they eventually choose one candidate over another and why they turn out (or fail to do so) on Election Day. In the same way as belief revision models, proper and accurate behaviour models enable the campaign to develop optimally efficient and relevant influence efforts that make voters choose their preferred candidate as well as turn out for the actual election.
In direct democracies, people can vote or support specific issues or proposed acts of legislation without consideration for competing policies or preferences. For example, if a community is considering renovating their local park, they can vote on this issue directly. In principle, this means that citizens in direct democracies can engage with issues in isolation—although, due to limited resources, the citizens must consider what they want to support. A person may choose to reject renovating the park because he wants to vote for renovation of recycling facilities. In this way, even direct democracies have underlying preferences comparisons. In representative democracies, however, preference comparisons are more obvious and at the surface of candidate choice. Few (if any) candidates represent exactly what the citizens want or believe. Therefore, voters have to weigh candidates’ beliefs and positions on a variety of issues against their own preferences. A voter may favour increased taxation for the top 10% of earners as well as more investment in foreign aid spending. If candidate A supports the former and opposes the latter and candidate B opposes the former and supports the latter, the voter has to decide which of these issues are most relevant for them. If they feel taxation is the most important issue, they may choose candidate A even if they do not fully and completely mirror their beliefs. To capture this, political scientists operate with the proximity rule (Jessee, 2010, 2012, see also Shor & Rogowski, 2012). The rule provides a formal way to capture the “…relative distance between the voter’s preferences and the positions of the two candidates running in the district” (Joesten & Stone, 2014, p. 742).1
However, the political positions of an individual candidate are insufficient to determine if a voter chooses one candidate over another, as competing reasons may interfere. If candidates operate in a multi-party democracy, strategic voting and party affiliation may trump the beliefs of individual candidates. For example, a voter in the UK election has numerous political party options. They can support Labour, the Tories, UKIP, the Green Party, the Official Monster Raving Loony Party, or any other political party. As discussed in Chap. 6, the UK (much like the USA) has a first-past-the-post system. In these types of democracies, whosoever gets the most votes in a particular area wins the area outright.2 In a tight borough, a voter may forego a preferred candidate (e.g. Green Party) and vote for a less preferred candidate (e.g. Labour Party) to ensure that a strongly disliked candidate (e.g. Tories) does not get elected. Following this, some authors argue that voters may choose a political party before choosing the actual candidate (Dolan, 2014).
While political distance (or proximity), party affiliation, and perceived trust are no doubt important factors in choosing a candidate, Laustsen (2017, p. 883) notes that, despite numerous studies, “the mechanisms through which voters are attracted to certain candidates and not to others remain largely unresolved”. The preferences do not always directly predict candidate choice, and other factors such as social conformity, habit, and affect may influence the eventual choice. More generally, cognitive psychologists are showing that choices and preferences are malleable (Chater, 2018, pp. 112–116; Hall, Johansson, & Strandberg, 2012; Hall, Johansson, Tärning, Sikström, & Deutgen, 2010; Johansson, Hall, Sikström, & Olsson, 2005). These studies suggest that, with relatively little manipulation, people fail to maintain their stated preferences and will make opposing choices without realising they have changed their preferences or choice (this is the so-called choice blindness effect). This effect has been shown for political attitudes as well (Hall et al., 2013)
While we may like to think we have great mental depth, firm beliefs, and stable preferences, it seems reasonable to assume our choices (and indeed our sense of self) may be somewhat constructed in the moment (Hood, 2012). In politics, this seems to bear out, as candidate perception may be influenced by frame of reference and events unrelated to politics that happen to transpire at a given moment. Haddock (2002) tests the relative depth of the perception of political figures. Participants were asked to list five characteristics for the then prime minister, Tony Blair. Some participants were asked to list five positive traits while other participants were asked to list five negative traits. As it can be challenging to list so many traits, people who failed to think of enough positive traits rated Blair more negatively compared to the people who failed to think of enough negative traits. Thus, framing the mind of the participant influenced their subjective estimation of the politician. In addition, Healy, Malhotra, and Mo (2010) show that unrelated events such as the outcome of football matches can influence people’s perception of governmental officials and politicians.
Modelling how voters choose one candidate over another is one challenge. Given the tenuous link between beliefs and behaviour, campaigns must further model why people turn out on Election Day (or fail to do so). As identified in the theory of planned behaviour, perceived beliefs, intentions, and capability play a major role in whether or not a person turns up for a given election. Humans are not automata and can make informed and pre-planned decisions to engage with the political process. If a person strongly believes in a candidate, believes she has the means to vote, and is strongly motivated to do so, she is very likely to turn up for the election.
However, while beliefs and intentions are doubtlessly important factors in predicting if a person turns up, they are not solely deterministic of the behaviour of the electorate. Other factors have been shown to influence whether or not a particular voter actually turns up for Election Day. The emotional state and affective investment in a particular election can influence whether or not people turn out to vote (Parker & Isbell, 2010, see also Miller, 2011). Further, studies show that habits can influence behaviour (Gardner et al., 2011). For elections this means that a person is more likely to actually vote if voting has become habitual for that person throughout a life of civic responsibility. Additionally, practical considerations can impact people’s opportunities for voting. For example, strict voter identification laws reportedly depress turnout. This may also be true for limited access to polling places. Crucially, both of these may not relate to a capacity for voting, but more precisely instigate voter fatigue where people know they technically can vote, but where the practical hurdles become so onerous that they choose to forego casting their ballot. Aside from practical concerns, the weather may affect turnout (Gomez, Hansford, & Krause, 2007).
Finally, voting is socially contagious. If people in your social network (such as friends or co-workers) or immediate vicinity (such as neighbours) vote, you are more likely to also turn out to vote (Beck, Dalton, Greene, & Huckfeldt, 2002; Braha & de Aguiar, 2017).3 This is a crucial insight, as it shows behaviour never happens in a vacuum. In this book, the chapters progress from a focus on the individual to the social. Part I discusses the fact that it is possible to describe, model, and possibly predict how people use their subjective view of the world to change beliefs, search for information, and how belief can translate into action. Part II discusses how data can be used to inform models of voters and how these can be segmented into separate categories to optimise persuasion and influence efforts. However, Part III discusses the possibility of taking micro-segmentation from the individual in isolation from other voters (analytic models) to individuals in social networks (dynamic models). In those chapters, we consider how information can travel through social networks. The fact that social networks also impact behaviour only highlights the importance of models that capture individual voters through parameterisation, but equally understand the function of the social and the placement of each voter in those structures.
In the end, the factors causing people to vote will no doubt be socio-culturally sensitive. Most theories and models have modelled voters in Western countries (mainly the USA and the UK), which provide a major cultural bias (some studies like Kyogoku & Ike, 1960 have explored elections in Japan). However, as with model components, data collection techniques, and campaign methods described in the book, this is a question of the general intention rather than any particular model. Data-savvy campaigners will inevitably approximate the central belief and behavioural motivations to optimise campaigning for a specific election. Although Bayesian models represent a general modelling technique, the specific application and parameterisation of the model is context-dependent and will change from region to region and from election to election.
5.4 ‘Correct’ Voting and the Problem of Outcome
Voting correctly means casting a vote that ‘…is the same as the choice which would have been made under conditions of full information’ (Lau & Redlawsk, 1997). As it is expressed here, it represents a normative standard for voting, meaning that we can measure the difference between a voter’s policy preferences, their access to more or less limited information, their vote, and what their vote should have been if they had access to complete information about the system.
To illustrate ‘correct voting’, imagine a voter in the USA called Sally who is about to vote for her local congressman. Sally is mainly concerned with three political issues. In order of importance to her, these are pro-choice, to combat climate change and ensure environmental stability for the next generation, and to implement a single-payer universal healthcare system in the USA. In choosing to cast her vote, she is faced with two candidates, Melissa and John. Throughout debates, interviews, and news articles, Sally learns that Melissa is a strong advocate for implementing a single-payer universal healthcare system while John strongly opposes this. As it turns out, both candidates believe climate change is a significant problem that needs to be addressed for the present and future generations. Consequently, they advocate a shift towards renewable and green energy sources. Armed with this information, Sally votes for Melissa, as both support green policies, but only she advocates for universal healthcare. However, it turns out that, unbeknownst to Sally, Melissa is pro-life while John is pro-choice. Had she been armed with ‘full information’, she would have voted for John, but ended up voting for Melissa due to lack of information concerning the candidates’ positions on abortion. Therefore, according to ‘correct voting’, Sally has voted incorrectly (or at least sub-optimally compared with a situation where she had full information on both candidates).
Somewhat worryingly, studies suggest that voters are not fully informed about what they vote on (Delli & Keeter, 1996) and, from the standpoint of objective measure, misuse information at their disposal (Leigh, 2009; Healy et al., 2010; Huber, Hill, & Lenz, 2012, see also Levy & Razin, 2015). In these studies, voters appear to fall short of the ideals of correct voting. While these observations are valuable leads to estimate if voters adhere to normative behavioural principles, we must keep in mind that these studies typically focus on outcomes under full or against objective information. As we have explored in previous chapters, people rarely (if ever) have access to complete information about an issue (this corroborates the findings in the Delli & Keeter, 1996 study); however, more pertinently, discrepancies between objective measures and their relation to subjectively perceived information states. Several studies show that people are misinformed on key issues (e.g. Duffy, 2018; Rosling, 2018). As we discussed in Chaps. 3 and 4, we can only expect people to reason from their subjective beliefs about the world.
To illustrate the gulf between apparent belief and measurable fact, one survey reported that American citizens estimate 26% of the budget is spent on foreign aid (Gilens, 2001, see also Greenberg, 2016)—the actual figure is around 0.18% (FullFact, 2018). In light of this discrepancy, imagine a scenario where citizens hypothetically wish to spend 2% on foreign aid and are considering two possible candidates. One candidate proposes to decrease foreign aid spending while the other proposes to increase it. Given their subjective beliefs about the world, these citizens might reasonably support the candidate who proposed lowering foreign aid spending if they wrongly believe the 26% figure. Thus, the citizens would fail in voting correctly objectively, but would succeed in voting correctly in line with their actual beliefs. As we have discussed before, voting models should focus on the process from subjectively held beliefs to the eventual decisions made by citizens.
Expanding on the concept, Lau, Patel, Fahmy, and Kaufman (2013) argue that the probability of voting ‘correctly’ is dependent on ability, experience, and effort. Ability refers to the voter’s political knowledge, which should allow voters to ‘…process new incoming information and link it to relevant prior knowledge in their memory’. Experience refers to the voter’s access to “…the more sophisticated and efficient the heuristics they have developed to aid decision-making”. Finally, effort refers to how hard the voter tries ‘to make good decisions’ (all quotes, Lau et al., 2013, pp. 243–244). Exploring results from 69 elections, Lau and colleagues report varying degree of ‘correct’ voting from 44.0% (Poland, 2001) to 89.9% (2nd round, Romania, 1996). Their analyses of the respective populations show support for the hypothesis that ability, experience, and effort increase the probability of voting correctly.
Concepts such as ‘correct voting’ are appealing, but are limited for the same reasons discussed in Chap. 3 concerning dual-process theories. First, it is focused on outcomes with little process to explain why some voters might deviate from what may be perceived to be ‘correct’ voting. Second, the predictions are directional, such that ability, experience, and effort should be associated with higher compliance with correct voting. Third, it is difficult to disassociate a subjective knowledge deficit from the eventual objective outcome given population-level data. Misinformation may have played a role in some election. Finally, it is tricky to compare correct voting in multi-party and two-party systems, as citizens of the latter naturally will have a higher probability of voting for the party that aligns with their political preferences given full access to information.
All being said, correct voting offers a tool for campaigners to conceptualise knowledge deficits that may sway voters (e.g. John may specifically develop ads concerning abortion positions to persuade Sally she should vote for him rather than Melissa). Additionally, the concept provides a descriptive framework for considering why a person should vote one way or another. At the heart of the concept, it allows for individual differences in policy preferences. Given Sally’s preferences, the correct candidate should be John, as he is in line with her first and second priorities while Melissa is in line with her second and third priorities. For the purpose of this book the implication is that when drawing Bayesian belief networks, weights of political preferences have an influence on the identification of the ‘correct’ candidate for a given voter. With this image in mind, campaigns can portray their candidate slightly differently to appeal to subsets of the electorate.4
5.5 Emotion States and Behaviour
The emotional state of the voter is crucial to political reasoning and decision-making. Traditionally, emotions and rationality have been thought of as distinct, separate, and potentially contradictory to each other. Echoing this sentiment, Lefford (1946) warns against “…the disastrous effects of emotional thinking” and suggests that “…only action based on objectivity of analysis and rationality of thought can lead us to a successful solution of the social and economic problems”. Hume, on the other hand, argues that reason “…is, and ought only to be the slave of the passions, and can never pretend to any other office than to serve and obey them” (1985). Specifically, strong emotions such as anger, despair, or happiness are often thought to be detrimental to rational decision-making. In politics, this may lead to claims that persuasive messages ‘appeal to the emotional side’, forgetting Aristotle’s remarks that acts of persuasion carry with them the presumption of logos (reason), the passions (pathos), and the estimation of the speaker (ethos). In his view, logos and pathos cannot be easily dissociated—emotions and rationality are both part of real-life voting. As we shall consider, emotions can act on beliefs (as they can influence interpretation and how we attend to and use new information) as well as our actions.
In terms of affecting cognitive function, emotions can be defined as integral or incidental (Blanchette & Richards, 2010). Integral emotions refer to situations where “…the affective feeling state is induced by the target materials that participants are processing in the task” while incidental emotions are moods that “…are transient in nature or more stable personality differences in affective traits (e.g., anxiety) that are not evoked by the target materials” (both quotes, Blanchette & Richards, 2010, p. 562). That is, either the material elicits the emotional response or the person is already in a particular mood, which may colour his interpretation of the material irrespective of any emotional quality to the material. Feelings can vary in valence, such that some materials may invoke weak or strong feelings (e.g. feeling strong sense of empathy when seeing a suffering child).
Emotions are foundational to human nature (Ekman & Friesen, 1971; Ekman, Sorensen, & Friesen, 1969; Sauter, Eisner, Ekman, & Scott, 2009, 2010; Scherer, Banse, & Wallbott, 2001),5 and studies show they have a more complicated relationship with cognitive function than Enlightenment philosophers assumed. Rather than being a negative influence on rationality and decision-making, studies paint a blurrier picture where emotions sometimes assist rather than resist reason.
Incidental emotion states may influence how we see the world and estimate the likelihood of future events (such as over-estimating negative predictions when feeling sad). This has been shown with general predictions (Constans & Mathews, 1993; Mayer, Gaschke, Braverman, & Evans, 1992), but also with domain-specific questions such as predicting exam results (Constans, 2001). Additionally, fear may influence how we interpret ambiguous language (Eysenck, Mogg, May, Richards, & Mathews, 1991). In a fascinating series of studies of extremists, Atran (2011) shows that emotional attachment can make people defy preference assumptions (if you prefer A over B and B over C, you should also prefer A over C. Atran shows that this can be circumvented given emotional attachment to the choices). However, Martino, Kumaran, Seymour, and Dolan (2006) show the potentially calamitous effects of having no emotional response on decision-making for gambling (see also Damasio, 2006).
In line with Enlightenment thinkers, affective states have been shown to hinder normative reasoning (Channon & Baker, 1994; Derakshan & Eysenck, 1998). However, when reasoning tasks are related to the emotion relevant to the task (e.g. fear is an appropriate emotional primer for contemplating terror), studies show that people with strong emotions are better at reasoning for that topic, but worse for other topics (Blanchette & Campbell, 2005; Blanchette & Richards, 2010, see also Oaksford, Morris, Grainger, & Williams, 1996).
Whether reinforcing or negating reasoning and decision-making, emotions seem to influence key aspects of cognitive function. First, they may direct the voter’s attention to elements of the persuasive message connected to emotional attachments. Second, they may prime concepts and specific aspects of belief networks so that certain concepts or knowledge structures are more strongly activated than others in semantic or autobiographical memory. Finally, for messages congruent with the relevant emotion state, they appear to make people better at focusing on the most salient pieces of information and thus make processing more effective (all taken from Blanchette & Richards, 2010, p. 585).
As with evidence, campaigners who have an understanding of the emotional attachments of the targeted sections of the electorate can use emotional appeals in conjunction with diagnostic evidence and credible sources to increase persuasiveness of campaign messages. The specific function of emotions on belief revision and decision-making remains unclear. Whether they are for good or bad, campaigners need to understand their role in persuasion and influence, as they have been shown to impact general decisions (Damasio, 2006; Winkielman, Knutson, Paulus, & Trujillo, 2007), voting (Parker & Isbell, 2010), how people search for information on politics (Valentino, Hutchings, Banks, & Davis, 2008), and turn out (Panagopoulos, 2010).
5.6 Chapter Summary
To run a successful campaign, managers want to increase the probability that voters choose their preferred candidate. As with getting people to behave in a particular way, getting people to choose the preferred candidate may not be straightforward. A growing body of studies suggests people do not vote in line with objectively defined ‘rational interests’ (Kinder, 1998; Miller, 1999). Aside from beliefs, behaviour to vote may be driven by emotional reactions (Beier & Buchstein, 2004; Inbar, Pizarro, Iyer, & Haidt, 2012), core values that may supersede narrow self-interests (Baron, 2009), social factors (Beck et al., 2002), and instinctive assignment of credibility due to facial features (Rezlescu, Duchaine, Olivola, & Chater, 2012, see also Toderov, Mandisodza, Goren, & Hall, 2005). In addition, social aspects (such as wanting to adhere to network conformity) or habitual facets (such as always voting for a particular party regardless of the specific candidate) influence choice. For sure, beliefs are a vital component in candidate selection, but it cannot account for the entire choice in isolation from other factors.
Aside from getting voters to choose the preferred candidate, campaigns need to ensure that their supporters turn up on Election Day. It may be tempting to assume voting follows naturally from people’s beliefs about the world and about candidates or parties. In this view, voters should simply integrate the information presented by the campaigns with their prior beliefs about the policies (in line with Bayesian models described in previous chapters), tally up the pros and cons against their personal policy preferences, and choose the candidate or political party that best represents their political ideologies or preferences. Once this is done, voting is simply a matter of extending their choice of candidate to behaviour and carrying out the vote if the person has the motivation and means to do so. This would present a very linear image of voters where beliefs translate into behaviour if the person is motivated and capable of acting.
If voters behaved like this, it would be easy to make models of influence a lot simpler to design and optimise interventions, as they would only require increases in beliefs, intentions of voting, and ease of access to polling stations. However, as we have explored in this chapter, the link between people’s beliefs and their behaviour is causal, but not exclusive. External factors such as practical hurdles and the weather influences voter turnout, social factors such as whether friends or family members vote influence whether a person eventually votes, and internal factors such as the person’s emotional state also influences whether or not a person turns up on Election Day. As such, beliefs and intentions are components and predictive of whether or not a person votes, but they are not sufficient in accounting for behaviour. This means that influence efforts can take on many shapes such as information campaigns (e.g. to increase beliefs and intentions), social pressure (e.g. to increase the feeling of civic responsibility and social conformity), assistance to overcome practical hurdles (e.g. to babysit their children and drive voters to polling stations), and many other strategies to get out the vote (see e.g. Green & Gerber, 2008).
To develop effective persuasion and influence messages, data-driven campaigns may build and test voter models that include belief revision, candidate choice, and predicted turnout. Psychological insight may guide the construction of the models, but data is needed to parameterise the elements of the model. For example, in the Bayesian models, campaigners may use personalised data to guesstimate people’s prior beliefs and policy preferences. Given psychologically realistic and accurate models of belief revision, candidate choice, and voter turnout, campaigns have a significant advantage over competitors who rely on intuitions.6 They can use the models to test strategies, optimise their persuasion and influence efforts, and identify the most relevant voters to target (we shall discuss this further in Part II).
As campaigns require data to implement their voter models, access to relevant and potentially personalised data becomes a key asset in campaign management. As we have discussed in the previous chapters, people may use the same mechanisms for revising their beliefs (or deciding whether or not to vote) while the model components may be different from person to person. If a campaign knows that a subset of the electorate is already strongly in favour of their candidate, they may disregard these for persuasion efforts (as they are already persuaded), but may decide to target them with influence efforts to get out their votes. Data-driven, psychologically motivated models can assist in deciding whom to target in a given election. Further, as discussed in the following chapters, data can also be used to segment people into distinct categories. In turn, this can be used to develop messages that are specifically designed to persuade or influence that segment of the electorate. This is the foundation of analytic, data-driven micro-targeting, which we will discuss in Part II.
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Footnotes
1The rule is: (Vij−Dj)2 – (Vij−Rj)2 where Vi represents the voter’s ideal position and Dj and Rj represent the ideological positions of the candidate in area j.

 

2This depresses small parties and typically results in parliaments with 2–3 main parties compared with proportional representation, which often has parliaments with 6–9 parties.

 

3It is unclear whether this is causally connected or correlated, as people who are more likely to vote might also be more likely to be friends, as they share political interests and may feel similarly about civic responsibility. Regardless, the impact of social networks and emulation of friends and family is palpable.

 

4If this model of the voter is incorrect, it may have disastrous effects. We discuss the pitfalls of poor model assumptions, mistaken data analyses, or bad testing in Chap. 8.

 

5There are numerous emotional states, which complicates the research (as each type of emotion may influence reasoning and decision-making differently). Foundationally, Ekman and Friesen (1971) argue for six basic emotions: anger, fear, disgust, surprise, happiness, and sadness.

 

6For a general model of voters, see Lodge and Taber (2013).
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Part II of the book
              
            
              
             outlines
              
             the basic theoretical foundation for designing micro-targeted campaigns with varying goals in various democratic environments. The chapter initially discusses different democratic systems and how they frame the strategic requirements of political campaigns. The remaining sections are concerned with the timing of persuasive messages and get-out-the-vote messages targeted to relevant voters.
Political campaigns unfold over time—some elections are relatively brief (e.g. elections in the UK last six weeks) while other elections seemingly continue for eons (presidential elections in the USA may last 1.5 years including the primaries). Given finite resources and a definite end-point (the Election Day), campaign managers need to optimise the way they conduct the campaign.
First, campaign managers need to consider the type of democracy they are trying to navigate. In a proportional democracy, each vote has equal weight. For first-past-the-post democracies or in a gerrymandered district, some voters have different weight than others (e.g. each Wyomese voters have the impact of 3.8 Texans) and many voters will live in non-competitive areas, meaning that their relevance for campaign success is relatively minor. Depending on whether the campaign aims to change the beliefs or values of a particular voter or motivate him to turn up to vote on Election Day, the campaign may target the voter in the persuasion phase or in the get-out-the-vote phase of the campaign.
Campaigns analyse the electorate to identify the more relevant voters (the ones who are most likely to be persuaded and the supporters they can get to turn up to vote). To run campaigns most effectively, micro-targeted campaigns can be data-driven to better understand each individual voter. Data-driven campaigns are central to this book because they have become more and more prevalent. Data about voters is often abundant, and the models presented in the book make it possible to exploit big data to design and implement messages designed to target individual voters. This can inform on a number of highly specific and strategically useful inferences on each voter in micro-targeted campaigns. First, such campaigns can weigh the importance of each voter depending on the voting district, the democratic system, and the voter’s placement for the election in question. Second, they can generate models of people’s subjective beliefs and belief networks and, consequently, how likely they are to vote for one party/candidate or another. Finally, such campaigns can collect demographic, socio-cultural, and (for some countries) personal voting history to model the likelihood of a particular person turning up for Election Day.
6.1 The Aims of Political Campaign
A political campaign is a concerted effort to persuade the electorate that the candidate is the most qualified person for the job in question (or, at the very least, that the opponent is less qualified than the preferred candidate) and to influence the voters to actually turn up on Election Day to cast their vote in the preferred direction. Campaigns can take different paths to increase the probability of this. Classically, candidates can appeal broadly by turning up to speak at public events or by buying ad time on television and radio. While these aspects endure (and will probably endure going forward, as speeches bring a touch of the personal to a candidate), micro-targeting campaigns aim to dissect and segment voters to optimise the persuasion and influence elements of the campaign.
As we have discussed in Chaps. 3, 4, and 5, the motivations for turning up on Election Day and for casting a vote in a particular direction may vary from person to person. For example, if the person believes that a candidate is very credible, stands for issues that align with her subjective perception of the world, and prioritises political causes for which the person has a deep emotional attachment, they are more likely to also turn up to vote for the candidate. While these beliefs, values, and perceptions change from person to person, the Bayesian models provide a tool to capture that individual voter.
Summarising some of the main points from the previous chapters, campaigns may build models of voters to get a better understanding of the processes the voters go through when they see information and decide whether or not to vote. First, it is imperative to get an approximation of a voter’s subjective beliefs for key political aspects such as how strongly they believe (or disbelieve) various political proposals, their relative political priorities, their valuation and emotional attachment to the political proposals, their perception of the credibility of the main political candidates, and how they see the relationship between different sources. Collectively, these speak to their belief system—phrased in a Bayesian manner, it relates to their priors and to their beliefs for conditional and structural dependencies for the most relevant policies and sources. Second, campaigns will want to know how likely a voter will actually turn out to vote on Election Day. Persuading a citizen is irrelevant if they do not eventually cast a vote. Thus, campaigns may approximate the probability that they will vote in the election as well as factors that may increase this probability. If campaigns have good and accurate models of the voters, they can optimise persuasion and influence strategies by breaking down the electorate in micro-segments and targeting their subjective beliefs and triggering the most likely causes for behaviour. This will be discussed in more detail in Chaps. 7 and 8.
While these aims are entirely reasonable and will necessarily be part of any data-driven and sophisticated political campaign, they are insufficient. They model the voter, true. But they should also avoid modelling the voter in isolation from the system they inhabit. Democracies come in different shapes and sizes, which set the proverbial rules of the game to be played (and potentially gamed). For example, some democratic systems disenfranchise some citizens. This can be generic (e.g. in the UK, any citizen under the age of 18 cannot vote) or personal (e.g. in Florida, citizens convicted of a felony cannot vote unless rehabilitated by the state Senator). Strategic optimisation includes a calculated analysis of the most important voters. The people who inhabit this class shift from system to system and from country to country. Therefore, campaigns trying to game the system must understand the democracy they inhabit.1
6.2 Democratic Systems and Their Influence on Campaigns
This book is concerned with how political campaigns can use data about individual citizens to optimise their strategies. When the models become more accurate and they can be populated with increasingly accurate data, data-driven campaigns can provide specific tools to hack the electorate and find the most effective persuasive means or the best way to get the voter to voting stations on Election Day. In a way, developing strategies for the campaign, models of individuals or groups of voters, and models that describe the process of belief revision and behaviour change all represent aspects of the same general intention: to game the rules of democracies.
When we play games with each other, we constantly try to develop better and more appropriate strategies to win. In chess, people spend ages devising the most optimal strategies to counteract the moves of the opponent, to win centre ground, and to ultimately checkmate the opponent. The success of these strategies is inherently dependent on the rules of the game. If the rooks were exchanged for bishops in a change of rules, all the chess strategy books would need to be rewritten.
The same goes for finding the optimal strategies for elections. Although we are concerned with deliberative democracies, there are fundamental differences between types of democratic systems. These differences change the rules of the game for how elections are won and consequently influence how best to approach subsets of the electorate.
A direct democracy is the simplest democratic system. Here, individual voters turn up, cast their vote for a particular issue (e.g. should Athens increase its fleet to increase military presence against Sparta?), and votes are tallied to determine whether that motion is passed. As no deeper structure can be found, strategies should simply aim at persuading the electorate that your way to deal with the idea is the best. Mainly, direct democracies are found in the past. The Athenian city-state was a direct democracy, and the Paris Commune of 1871 was, to some extent, a direct democracy. In modern times, Switzerland has aspects of direct democracy, as citizens are required to vote for selected issues once a month.
Comparatively, a representative democracy is a system where elected officials represent some group of citizens and act on their behalf. This introduces a structural layer to democracy, as citizens no longer conduct the day-to-day business of running the country or city, but influence the direction of the country with each election (theoretically ousting politicians who have fallen out of favour or selecting candidates who represent a different ideological trajectory).2 Given this structure, there is a shift in power dynamics, as representatives become highly influential citizens compared to ordinary voters. Thus, lobbying, political favours, and backroom dealings are possible in a way that they are not in a direct democracy. If a lobbyist incentivises a member of the House of Congress to vote in a particular way (using available means), he has literally influenced 1/435 of the entire voting body. Comparatively, if a similar act was done in a direct democracy, swaying one person to vote in a particular way would only influence 1/total population of the voting body.
Despite this seeming disadvantage of adding a layer between citizens and political decisions, representative democracies are very efficient due to the inherent complexity of modern societies. Each year, each society considers hundreds of laws, thousands of political deals, and a myriad of international connections, which would be entirely impossible to deal with in a direct democracy. Imagine if you had to vote on all daily dealings (let alone read up on environmental data, security issues, etc.). This would be unmanageable. Thus, while representative government introduces a structural layer and differentiates between citizens (ordinary voters and elected officials), it alleviates a practical problem of existing in a complex, modern state.
Broadly speaking, representative democracies can be proportional or first-past-the-post. In the former, a party is assigned a total number of seats in proportion to their percentage of the popular vote. For example, in the 2015 Danish election (an election between nine political parties), the largest party, the Social Democrats, got 26.3% of the vote and consequently were assigned 47 seats (corresponding to ~26% of the total number of MPs). Strategically, proportional democracies are similar to direct democracies, as persuading a voter in Copenhagen counts for the same as persuading a voter in a rural part of Denmark (e.g. a voter on Langeland). First-past-the-post systems are trickier. Here, whoever gets a majority (no matter how small) takes the entire political contribution from that designated area. Thus, if a candidate wins New York, they get all the 29 Electoral College votes (out of 538 votes when electing the President of the United States) regardless of whether they get 50.1% or 100% of the votes in that area. Thus, in this type of democracy, any vote beyond majority does not count towards the total tally. As such, constituencies that are ‘safe’ (i.e. the campaign knows it will win or lose these prior to campaigning) will receive less attention, as the campaign gains little by increasing their majority or targeting an area where they are doomed to lose regardless of any campaign they may conduct. For this reason, swing states in the USA like Iowa and Florida receive most of the campaign attention while safe states like California and Alabama receive comparatively little attention (of course, with changing demographics or long-term political shifts, some safe states may ‘come in play’ at a later stage—e.g. Texas may become a political battleground in future elections due to demographic changes).
The underlying principle of constituency-based democracies is to ensure smaller and more rural areas get represented in a way where all power and political attention otherwise flows to the heavily populated areas. If votes were tallied proportionally, where all votes are created equal, political attention (and thus the political promises and favours) might skew towards populous areas that typically have higher rates of industry, better financial means, and more connections to begin with. For example, if 80% of the population lives in large cities, an appeal exclusively directed at these could decide the election (which would ignore voters in rural areas). Comparatively, in a first-past-the-post democracy, the candidate has to attend to small and rural parts of the country, as they have disproportionate weight, thus ensuring (in theory) political attention, promises, and investment (see Fig. 6.1 for an example of differences in electoral weight).3
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Fig. 6.1Citizens per Electoral College vote in the USA


First-past-the-post systems can be structured differently. In the UK, the 650 MPs are chosen from representative electoral boroughs, and in the USA each state has a varying number of votes in the presidential election depending on their size. For the UK, the number of MPs is set (although, it may change given upcoming boundary and electoral reforms) and boroughs are drawn to fit this number. Working the other way around, the USA has 50 states and needs to calculate how many votes each state should have in national elections. Thus, boroughs can be redrawn to reflect demographic changes like urbanisation of a population, but each borough will always produce an MP. In comparison, the number of states in the USA is set (unless states are added like Alaska and Hawaii in 1959), but may eventually gain more votes in the Electoral College if there are significant shifts in the demographics.
Due to the nature of first-past-the-post systems, voters may not have an equal weight concerning the eventual outcome. A huge state like Texas with a population of 28.3 million people has 38 votes for the Electoral College. This equates roughly to 744,000 Lone Star Texans per Electoral College vote. Comparatively, the state of Wyoming has a much smaller population of 579,315 and gets 3 votes in the Electoral College. This roughly gives Wyoming one Electoral College vote per 193,000 citizens, meaning that each Wyomese has as much influence as 3.85 Texans. To illustrate the relative difference and the disproportionate weight of the smaller states, Fig. 6.1 shows the number of citizens per Electoral College vote in the USA.
The y-axis shows how many citizens it takes to obtain one Electoral College vote while the x-axis describes each state with their number of Electoral votes in the parenthesis. As is evident from this graph, there are significant differences between the relative weight of each voter, and the skew favours the small states with few Electoral College votes.
In first-past-the-post systems, elections can be won even if the candidate does not win the popular vote. For example, in 2000 George W. Bush won the election with only 50,456,002 votes compared with Al Gore’s 50,999,897 votes. While the Bush v Gore race was tight (Gore got 543,895 more votes than Bush), the power of the first-past-the-post system was put to an even starker display in 2016 where Donald Trump won the election even though he got only 62,984,828 votes to Hillary Clinton’s 65,853,514 votes (a difference of 2,868,686 votes).
Two components drive the difference between electoral and popular outcomes. First, as described some constituency-based democracies adopt a winner-takes-all principle. If the candidate wins the state, they get all Electoral College votes regardless of the size of the victory. In the UK, where all boroughs yield one MP, this is a necessary assumption (as the MP cannot be divided). However, in the USA, where states yield more than one vote for the Electoral College, this assumption is not given, but chosen. For example, the USA could choose a constituency-based system with proportional outcomes. In such a system, the percentage of votes would yield the same percentage of Electoral College votes (e.g. getting 73% of the votes in the state of New York would yield ~21 of the 29 Electoral College votes). Second, the skewed weight illustrated in Fig. 6.3 entails that some citizens have bigger impact on the election than others. Even with proportional constituencies, it would be mathematically possible to win an election with <50% of the votes when the weights of the constituencies differ. One of the key motivating factors for adopting a constituency-based democracy is the ability to increase the electoral weight of areas that may otherwise be forgotten.
Constituency-based systems with one representative per borough like the UK must necessarily adopt a winner-takes-all process and skewed weights between boroughs. However, constituency-based systems with multiple votes per state like the USA only necessarily need to adopt skewed weights between states, but may choose to have a winner-takes all or a proportional process. As with any rule of governance, the structure of an election may be unfair if a ruling party adopts mechanisms that favour their specific strategies and demographics. Once the rules of the election is known to all candidates, though, it is up to individual campaign managers to find the best way to work within that system to gain electoral success (e.g. in the USA, it may be prudent to visit swing states like Iowa or Florida).
In multi-party systems, outcomes from first-past-the-post systems can be even more extreme, as third or fourth parties can dilute the percentage needed to be the most popular party (e.g. if there are five parties running, you can technically get a majority with 20.1% of the vote, if the remaining 79.9% is split evenly amongst the four other parties). The 2015 UK election provides an example of the influence of multiple parties in first-past-the-post systems. David Cameron got 36.9% of the popular vote but nonetheless got a majority in the House of Commons (they acquired 330 seats where 326 are required to wield a majority).
As first-past-the-post systems do not require an outright popular majority, campaign managers can quantify the potential impact of a voter. In the 2017 UK election, Camberwell & Peckham (a London borough) provided an overwhelming majority for the Labour candidate, Harriet Harman. Despite being in a race of six parties, she got 77.5% of the vote. Given this, the impact of changing the mind of a voter in this neighbourhood is negligible, as the borough will go to Labour regardless of effort. Understandably, for future elections, The Conservative Party may choose to forego campaigning in Camberwell & Peckham, as it would be a lost cause. Similarly, Labour might not spend campaign effort on the borough, as it has already been won. The important battlegrounds are elsewhere.
As a thought exercise of voter impact and disproportionate weights, consider again the USA. If a candidate gains 50.1% of the votes in that state, they get all the Electoral College votes. Hypothetically, a candidate could win the states that carry the most weight per citizen with 50.1% until they get 271 Electoral College votes needed to win the presidency. For fun, this enables us to calculate the minimum amount of the popular vote that is necessary to win an American election. Going from left to right on Fig. 6.1 until we tally 271 votes, a candidate could theoretically win the election in the USA with 21.8% of the popular vote (or put differently, it is theoretically possible to get 78.2% of the popular vote and still lose). Of course, this will never happen. It would mean a candidate got exactly 50.1% in all the weightiest states and 0% in all others (e.g. who would ever get 50.1% in Vermont and Alabama while getting 0% in Texas and California?). However, the calculation shows the fundamental difference in rules between a proportional and a first-past-the-post system. In the latter, due to the fact that you can win with a minority percentage of the vote, campaigns need to calculate voter weight and probability of carrying districts, boroughs, and states aside from the persuasion and influence campaigning. Consequently, campaign strategies should differ from proportional to first-past-the-post systems, as they play fundamentally different games. A failure to appreciate this is potentially detrimental (e.g. campaigning broadly when you need to campaign specifically). Clever campaign managers model the electoral structure in conjunction with all other considerations.
Districts and areas of importance in first-past-the-post systems are dynamic rather than fixed. Boundaries and districts will be redrawn on a semi-regular basis to reflect the fact that countries may experience a significant demographic shift. Naturally, people are born and die, which causes the population to change. Aside from life and death, demographic change happens within the country. For example, people moving from rural to urban areas, a boom in births in one part of the country and not another, or the influx of immigrants who become new citizens in a particular city may change the demographic distribution within a country. Given changes to demography, to boundaries, and to general societal beliefs and values, campaigns must update their models of areal importance for each election. On a larger scale, whosoever can draw the boundaries can gain a significant political advantage. In the USA, this is known as ‘gerrymandering’.
Gerrymandering is the redrawing of political districts (such as boroughs in the UK or congressional districts in the USA) in a concerted way that favours a subset of the political parties. The name harkens back to 1812 when Governor Elbridge Gerry redistricted Massachusetts to the benefit of his own political party. Humorously, a portmanteau was created for the publication, Essex County, by amalgamating the governor’s surname with a fanciful image of a salamander-like creature, hence: gerrymander. The unique shape of the district sparked the comparison (Fig. 6.2a). This trait remains in modern gerrymandered districts. For example, Illinois’ 4th district has been likened to headphones or earmuffs (Fig. 6.2b).[image: ../images/453636_1_En_6_Chapter/453636_1_En_6_Fig2_HTML.png]
Fig. 6.2(a) Gerry’s salamander (b) Illinois’ 4th Congressional district


Figure 6.3 shows an example of the effects of gerrymandering. In this imagined area, 60% of the voters prefer a blue candidate and 40% prefer a red. Collectively, they get to send a total of five representatives to local government. If the area has proportional representation and therefore no districts, we should expect three blue and two red candidates. However, if the blue party could gerrymander the area, they could ensure 100% of the representatives (see the middle figure). On the other hand, if the red party got hold of the pen, they could draw the districts such that they got 60% of the elected officials despite having only 40% of the votes (see the right-hand districting).4[image: ../images/453636_1_En_6_Chapter/453636_1_En_6_Fig3_HTML.png]
Fig. 6.3Example of gerrymandering


In the USA, both parties have strategically used gerrymandering (though, most successfully and frequently by Republicans). Gerrymandering can result in two potentially undesirable effects. One, it reduces the number of competitive races for a given election. Two, if the result of an election is a foregone conclusion, it may depress voter turnout (this is observed in the USA where midterms typically have a turnout of 35–40% while the turnout for presidential race is around 55–60%). Three, voters in non-competitive districts that belong to minority parties may be disregarded, as they are no longer impactful. Four, if a district necessarily elects a candidate from one party only, the competitiveness may become internal between a moderate and a more extreme candidate (this may make gerrymandered bodies of government more prone to ideological gridlock than more mixed bodies of government).5
Gerrymandering can be done in a number of ways. Most commonly, Cracking and packing are two ways to gerrymander a district. Cracking is done when a part of the electorate is strongly assembled in one area, but where the influence of the electorate is diminished by distributing them in districts where they are outnumbered and thus lose political influence. In Fig. 6.3, districts 3 and 4 are cracked districts, as blue voters are siphoned into districts with a majority of red voters. Cracking is done to splinter political cohesion and split the electorate, which would have been a majority, into a minority. Packing, on the other hand, is done when voters of a particular party is overwhelmingly mashed into the same district so that their overall influence on the outcome of the election is diminished. In Fig. 6.3, districts 1 and 2 are packed districts, as 90% of the citizens vote blue (compared to the 60% of the baseline). A packed district will, for sure, go to the packed party, but the packing also means that slightly more contested districts can be drawn for political gain. Typically, districts are both cracked and packed in order to gain maximal political advantage.
Nefariously, gerrymandering can be used to suppress targeted groups of citizens. But it may also be used to give representation to minorities. This all depends on the intentions of the person holding the pen.6 However, while some districts look odd, you cannot determine if a district is gerrymandered by looking at the weirdness of district shapes. In the middle districting of Fig. 6.3, the lines are perfectly straight but are deeply gerrymandered and unfair. Comparatively, a wonky-looking district may be drawn entirely fairly but may look so due to an attempt to make a competitive district (see Alexeev & Mixon, 2017 for a deeper mathematical proof).
It is worth considering the shape of the districts in Fig. 6.3. The wonky likes in districting c look suspicious and can be identified as unfair, as they are meant to give the red candidates an advantage. However, it is insufficient to merely look at the shape. The lines in districting b are entirely straight and squared. Yet, they are enormously unfair, as the lines ensure 5 blue and 0 red candidates. Indeed, districting may wish to adhere to a number of electoral goals such as representative distribution of incomes (to avoid rich and poor districts get separated), representative distribution of age, encouraging that districts are politically competitive, and so forth.7 These are all possible goals that may be taken into consideration when drawing district lines, which directly impacts how these boundaries are drawn. If the actual distribution of people is skewed, boundaries that are generated to suit these goals (well-intentioned or not) may generate wonky boundaries. For example, if districting aims to have representative income levels, districts with high concentration of rich and poor citizens may be cracked to distribute them amongst other districts to get a representative district. Thus, while it may be tempting to look at the shape of a district map to evaluate the fairness of the area, it is entirely misguided to do so: square districts may be supremely unfair, and wonky districts may be the result of fair and democratically guided aims. As with other methods presented in this book, it is the application and intention that determines whether the method should be criticised.
The democratic system (direct or representative), the nature of voting (proportional representation, first-past-the-post), and the competitiveness of districts (either as an extension of the population such as Democratic-leaning California or as a product of gerrymandered districts) hugely influence political campaigns. These features set the rules under which the election may be understood, analysed, and thus gamed. If a campaign fails to apprehend these structural components, they are liable to waste resources on impact-less citizens.
6.3 Campaign Timing: Persuasion and Get-out-the-vote Phases
The distinction between
                
               persuasion and influence introduced in Chap. 5 is reflected in two distinct campaign phases. The first (and longest) is the persuasion phase, and the second is called the get-out-the-vote (GOTV) phase. The first phase aims at changing people’s beliefs, values, and perception of the world while the GOTV aims at increasing voter turnout among subsets of the population who are projected to vote for the preferred candidate or cause.
Persuasion phase Elections unfold over a period of time—ranging from 4 to 6 weeks (e.g. Elections in the UK are 6 weeks) to several years (in the USA the persuasion phase can be said to begin with the primaries where candidates compete to be become their party’s presidential candidate). The primary process in the USA begins long before the actual election (e.g. for the 2016 presidential election, Clinton and Sanders announced their candidatures in April and May 2015, a full 1.5 years before the actual election was held in November 2016. The Democratic Convention was held late July, meaning that the candidates conducted ~3.5 months of direct campaigning). As such, Clinton (the eventual nominee) campaigned against competing democrats for ~1 year and against Donald Trump for ~4 months.
The electorate may change their beliefs and opinions of political ideas, individual candidates, and predictions for the future during an election campaign (as well as in between elections). Political debates, revelations concerning candidates, and events may drastically alter beliefs and perceptions. After the terror attack on 9/11, George W. Bush’s approval rating went from 51% (on the 7th of September 2001) to 86% (on the 14th of September 2001). Aside from showing how events can change people’s perception of individual politicians and their perception of the world, the example also exemplifies another feature of the persuasion phase: the need to adapt to new events and situations. Whenever unexpected situations occur (including unexpected campaign strategies from opposing candidates), the campaign needs to be able to frame the response in the most opportune manner.
Crucially, the most opportune responses are dependent on the person that the campaign is trying to reach. Once more, the rhetorical concept of kairos is useful, as it refers to the ability to say the right thing to the right person at the right time. If the campaign knows the specific subset of the electorate concerned with a specific issue, they can develop multiple messages concerning that issue to identify the most persuasive way of relaying that message. As will be discussed in Chap. 8, micro-targeted campaigns are geared towards individualising the messages in the persuasion phase to not only fit personal beliefs (as conceptualised in Chaps. 3 and 4), but also to personal traits such as psychometrics, personality traits, and other features that may be salient to persuasiveness.8
GOTV phase Once a campaign enters the final stretch (typically the last few days), its attention may shift from changing values and beliefs to influencing behaviour to increase the probability of getting supporters to the polls. Strategies may include telephone calls to remind people of the upcoming election date, pamphlets with information on polling stations, face-to-face interactions with campaign volunteers, transportation to and from polling stations on Election Day, and personalised audio messages from candidates (Gerber, Donald, & Christopher, 2008; Gerber, Huber, Doherty, & Dowling, 2011). Further, incentives such as social media outreach with ‘I voted’ buttons on Facebook increases turnout (Bond et al., 2012; Jones, Bond, Bakshy, Eckles, & Fowler, 2017).
GOTV strategies can be somewhat abrasive. Gerber and Green (2015) provide a review of methods for increasing turnout. In their review, the most efficient GOTV strategy was a direct mail that promises to tell the person’s neighbours if you vote, which increased voter turnout by 8%. In Cialdini’s (2007) language, this is a social proof or consensus. Fundamentally, two types of data sets may be used for GOTV. Demographic data correlated with beliefs or ideology can be used as a sweeping GOTV strategy. For example, if Democrats know they are likely to have 76% of the vote in a particular area, it would be effective to transport as many people from that area into the polling stations, as they are more likely to vote in the preferred direction. Personal data, on the other hand, can be used to guestimate if a particular voter is likely to vote for the preferred candidate and if the campaign should attempt to bring that voter to the polling station. Thus, GOTV can use population-level data for areas and personalised data for individuals.
Part of the persuasion phase includes canvassing or providing information about registering as a voter (predominantly in areas where prior analyses suggest citizens would be more likely than not to support the preferred candidate). Canvassing for new registrations will typically also be reduced in the GOTV phase, as focus shifts to getting the voters believed to support the preferred candidate to the polls. The shift in strategy is due to the fact that persuasion becomes increasingly difficult as time goes on (as most voters will have encountered material from campaigns previously). Additionally, if the campaign has spent time and money to convince a voter to vote for the preferred candidate, it would be a certain loss if the person failed to turn up to the polls.
6.4 Voter Relevance
Voters are not created equal. They may live in a district that has more Electoral College votes per citizen, they may live in competitive or non-competitive districts, and they may be entirely disinterested in the political process and thus be extremely unlikely to vote. Armed with an understanding of individual voters, their placement in the democracy, and the democratic system, campaigns can begin to generate predictive models of voter relevance.
The relevance of a particular voter can be boiled down to a few essential traits, all quantifiable to some degree. First, does the voter live in a competitive district? If the democratic system is entirely proportional, the district is simply the entire country and all voters, therefore, live in a competitive district. For first-past-the-post systems, however, some voters live in areas where the results are known ahead of the election. Going back to Camberwell & Peckham, 77.8% support Harriet Harman amongst five political opponents. This suggests this borough is extremely likely to be non-competitive, which may cause candidates for other parties to forego campaigning in that area (as party campaign efforts and, crucially, funds might be wasted).
Of course, electoral shocks happen (few pundits predicted Donald Trump would win the 2016 presidential election): polls can be wrong (e.g. due to poor analyses, poor data collection), predicting the outcome based on past results may be irrelevant if the constituency has undergone significant changes, or some unexpected event may change the outcome. For example, if an elected official is caught in a sex scandal an otherwise safe district may come into play due to personal infamy. However, barring any major changes in the environment, voters who live in non-competitive boroughs are less relevant to campaign success. Persuading a citizen to vote for or against Harriet Harman most likely yields the same outcome as refraining from campaigning (assuming the majority holds). This means voters in that borough have no real impact on the overall result. As such, spending time and effort on campaigns in that area would siphon funds unnecessarily that could otherwise be used in more competitive areas. Data-driven campaigns can weigh the relevance of each voter depending on the voting district, the democratic system, and her relative placement for the election in question.
The campaign also needs to assess whether a voter can be persuaded to support the desired party or candidate. Some voters are staunch supporters of a political party before an election while others are swing voters. For example, a Floridian, Bob, may be an unwavering Democrat regardless of candidate choice. For Democratic and Republican candidates alike, Bob is somewhat irrelevant in the persuasion phase, as he has already made up his mind to support the Democratic nominee regardless of who it might be. Consequently, the Democratic candidate does not need to spend campaign efforts to convince Bob of any policies; conversely, the Republican candidate will not bother with Bob, as the amount of persuasion needed to shift his vote (if at all possible) would be enormous, costly, and time-consuming. That is, minimal gain for great effort. Comparatively, another Floridian, Sheryl, may be a swing voter (switching between parties from election to election). Compared with Bob, Sheryl political parties want to identify her, as her vote can actually make a difference compared to the last election cycle. If the candidate can get Sheryl to change from one political party to another, the party not only gains a voter, but the opposing party also loses that voter in the process. In addition, as she is on the fence, it takes less persuasive energy to push her from one party to the other than it would take to persuade a staunch Democrat to vote Republican.
Amongst other modelling tools, Bayesian approaches can be used to represent and describe a person’s subjective belief in candidates’ credibility, how they see the relationship between sources, how policies relate to their belief structure and perception of the world, and their engagement with specific political issues (e.g. using people’s social media data, a person who frequently tweets and shares Facebook posts about women’s rights is more likely to be engaged with that issue one way or the other than someone who never comments on it). Data-driven campaigns can model people’s subjective beliefs and use this to estimate their political preferences and the probability that they belong to one party or another.9
Finally, the campaign needs to find out if the voter is likely to actually vote on Election Day. Having determined the key battlegrounds (competitive districts) and the most salient voters to target, the final element for voter relevance is whether or not they turn out to vote. All the persuasion in the world comes to naught if the campaign is then unable to turn support for their candidate into votes for their candidate. Some citizens always turn up on Election Day while others require GOTV strategies.
While Bob was uninteresting to the campaign during the persuasion phase, he is interesting to both parties in the GOTV phase. If Democrats have already identified Bob as 87% likely to vote for their party (these estimate are always more or less probable; never binary), they want to motivate him to vote—in fact, they may want to encourage any voter they believe is more likely to support their party than not to attend the election. Even if they are wrong about some voters’ support, they will gain votes overall if their models are able to pick out supporters with higher probability than chance. Meanwhile, Republicans might want to discourage Bob to turn up to vote, as they too know that he is likely to support the Democrats.10 Comparatively, if a party has no idea whether or not a voter is likely to turn out for them or not, they may not invest GOTV funds to encourage this voter to the polls, as she is as likely to vote for the opponent as for them. Data-driven campaigns can collect demographic, socio-cultural, and (for some countries) personal voting history to model the likelihood of a particular person turning up for Election Day.
In all, data can inform the campaign who is relevant to target (potential impact on the election), who is persuadable (and what preferences they might have), and who is likely to turn up on Election Day (for campaigns, their efforts are for naught if they do not eventually yield a vote). This enables the campaign to figure out who to target and what content is likely to be persuasive to that voter.
6.5 Chapter Summary
In this chapter, we have explored why campaigns need to go above and beyond understanding of each voter in isolation. A failure to appreciate the democratic system may lead to poor strategy decisions (e.g. pursuing the popular vote in a constituency-based first-past-the-post system risks wasted effort and diluted attention).
To run campaigns effectively, micro-targeting campaigns use data to understand each individual voter, both her personal beliefs and her placement within the election. Specifically, data can be used to weigh the importance of each voter depending on the voting district, the democratic system, and his relative placement for the election in question. This tells the campaign if the person should be approached in the first place. Additionally, data can be used to generate models of voters’ subjective beliefs, how these beliefs are related to each other, the voters’ policy priorities, and their emotional attachment to those beliefs and values. This makes it possible to gauge how likely they are to a particular party or ideology or if they are swing voters. Finally, data can include demographic, socio-cultural, and (for some countries) personal voting history that allows a guestimate of the likelihood of that person turning up for Election Day. With this information, campaigns can decide whether or not to approach that voter during the GOTV phase.
Political campaigns are inherently finite operations. They employ a certain number of staff for a particular amount of time. Some campaigns have significant financial backing and can boast of a War Chest of hundreds of millions of pounds while other campaigns are led by a tiny group of volunteers (or in some cases even just by the candidates themselves).
The USA leads the way in terms of financial backing for political campaigns. This is true for primary elections (e.g. in the 2016 Democratic primaries the two frontrunners, Hillary Clinton and Bernie Sanders, spent $212 million and $220 million dollars), congressional races (in 2016, the total expenditure for political campaigns for Congress totalled $4.1 billion), and presidential campaigns (in 2016, the two candidates, Hillary Clinton and Donald Trump, collectively spent around $2.4 billion). Comparatively, money is less prominent in UK elections. According to Politico, the 2017 election cost £140 million (corresponding to ~$183 million dollars) with 98 million spent on conducting the election and 42.5 million spent on political advertisements.11 Despite the fact that the population of the USA is roughly five times larger than the UK, the election expenditure was more than 17 times higher.
Regardless of the size of the budget, all campaigns are finite, both in time and in finance. This leads to pressure on efficiency and optimal spending. As such, it is paramount for campaigns to identify the most relevant voters to contact, to use the persuasion and GOTV phase productively, and to develop campaign messages that resonate with their target voters. To do this effectively, campaigns have turned to data to better model the election and the electorate. Armed with personal and societal data, they can better understand how their target voters see the world; what is important to them; and their psychological dispositions. The use of data to figure out who to target and what messages work best with that subset of the electorate is the foundation for micro-targeted campaigns, as discussed in Chaps. 7 and 8.
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Footnotes
1Electoral disenfranchisement is a serious human rights issue. However, as this book squarely deals with how data-driven campaigns can game elections, that question is beyond the scope of the current book.

 

2Often, to introduce checks and balances, representative systems will have multiple chambers (such as The Senate and the House of Representatives in the USA).

 

3There are benefits and drawbacks of proportional and representative systems. For the purpose of this book, it suffices to note that the system engenders different campaign strategies, as the electoral impact of a particular voter differs between systems.

 

4District 5 is imaginatively connected via an empty highway (like Illinois’ 4th district).

 

5To some extent, this has been observed in the House of Congress in the USA where increasing factionalisation has led to polarisation and reduced bi-partisan collaboration (see e.g. Dimock, Doherty, Kiley, & Oates, 2014; Mann & Ornstein, 2012).

 

6Weirdly (and somewhat undemocratically), in 39 of the 50 states, the power to draw districts is squarely with the state legislative that is in power at the moment of redistricting. That is, they draw the boundary lines for their own upcoming elections and can gerrymander for political advantages.

 

7Goals may be politically motivated (supress opposing party), democratically motivated (increase competition), demographically motivated (representative spread of income and age), and so forth. In some states, specific motivations are illegal (e.g. in the USA, it is illegal to draw ethnically motivated district boundaries, but it is legal to draw politically motivated boundaries).

 

8These features, persuasive as they may be, share similarities with dual-process heuristics in that they are outcome-oriented ad hoc observations of cognitive phenomena (e.g. the big-five personality traits discussed in Chap. 7. Similar to heuristics and biases, they represent a supremely useful set of observations, which would be strengthened given a process-based model of individual differences.

 

9Naturally, the more parties compete in an election, the smaller the margins for error become. Thus, between two parties, people on the far left and far right will most likely support Democrats and Republicans, respectively. However, in a system with nine parties, people on the far left have a choice between the two most left-leaning parties. Thus, when you increase the amount of parties, you increase the number of voters into play compared with two-party systems.

 

10Voter suppression is illegal in most democracies. However, it is perfectly legal to disseminate literature that opines that voting is a fool’s game and send this to people you suppose will support your opponent. Other voter suppression tactics such as requiring identification cards on Election Day are means to the same end.

 

11For figures for the USA, see the Center for Responsive Politics report. For figures for the UK, see Dallison (2017).
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Cognitive and social psychology has advanced
              
            
              
             our understanding of why people seek out information, how they integrate new information with their prior beliefs
              
            , how some sources are more persuasive than others, and how these mechanisms can be expressed using process-oriented models. Using these models, we can account for differences in outcome that arise from the same processes. For example, two voters may fundamentally disagree on the credibility of a candidate—in this case, they should (normatively) reach different conclusions when they hear statements from the candidate even if they fundamentally use the same process of information integration. In the same way that models can describe and predict how and why people seek out and integrate new information, models can also describe and predict voting behaviour. These models track traits that are directly relevant to political campaigns: namely, how people shape their understanding of the world, why they choose one candidate over another, and what makes them turn up to vote on Election Day.
As models’ representations of the electorate become increasingly accurate, they can be used to strategically run the campaign by picking out the relevant voters (people who can be impact the election and who can be persuaded to support the candidate) and by developing and testing persuasion and influence efforts to optimally fit the voters who have been picked out initially. For campaign management, data can be used in various ways. First, it can be used to segment the electorate into distinct categories (this is the foundation for analytic micro-target campaigns). Data pertaining to each individual voter (demographics, psychometrics, and digital traces) can be used to build representations of the ‘types’ of voters found in that electorate. Voters can be segmented along a range of useful traits such as political beliefs and preferences, personality traits, and relevance for the upcoming election. At the end of this process, the campaign might produce dozens of voter categories. This uses data to produce voter 
              segmentation
              
            .
Once the voter categories are generated, campaigns can test the most effective persuasion strategies for each specific category. For example, it may turn out that fear-based tactics is very persuasive for one voter category, but is counter-productive for another. If the campaign is able to develop messages that fit a specific category and they have categorised the electorate, they can overlap these findings to determine which messages should be sent to which voter. This uses data to test the persuasiveness of types of efforts for each voter segment.
Observing persuasive effect for past voting behaviour is useful, but this risks reproducing persuasive strategies that are no longer viable. Specifically, reliance on past persuasive efforts lacks a deep understanding of the system and process of belief and behaviour changes for that electorate. Thus, while lessons can (and should) be learned from previous elections, campaigns need to generate up-to-date voter categories and test persuasive efforts on those segments. In order to do so, modellers need data to populate process-oriented models. For example, it can be used to partially or completely parameterise Bayesian models including people’s prior beliefs, conditional probability tables, network structures, their perception of candidate, and other useful information.
The ability to model voters’ reasoning and decision-making is a significant tool for campaign managers in their effort to design political messages targeted at individuals. This chapter will present the first steps towards building such models in which belief networks and credibility models describe and predict how people will use new information from a given source. Additionally, models of voter relevance offer quantifiable ways to pick the most salient and strategically valuable subsets of the electorate, and structural analyses can guide overall strategies in constituency-based democratic systems. In all, these are incredibly useful models for campaigns, as they can guide overall strategy, efforts to persuade and influence individual voters, and message generation.
Process-oriented models, such as the Bayesian models presented in the previous chapters integrate evidence with pre-existing beliefs or revising beliefs given reports from more or less credible sources. Process-oriented models give a deep, structural account of belief revision and decision-making. They explore mechanisms that enable the same system to yield fundamentally different outcomes (in terms of beliefs or voting intentions) by varying key parameters such as prior beliefs, conditional dependencies, or source dependency. The models presented here offer a computational grounding for aspects that are crucial to belief revision and decision-making as well as mathematical rather than directional predictions. They represent mathematical tools for similarities in these processes regardless of the (sometimes accidental) outcome. Nonetheless, it would be foolish to suggest that we are all exactly the same and that no individual differences can be found between people. Aside from the types of data and extraction techniques, this chapter, therefore, presents some of the most prevalent psychometrics used in political literature.
To be practically useful for strategy testing and message development, process models require data to set key parameters. For example, if the campaign manager has understanding of parameterisation of a person’s prior beliefs, a Bayesian model becomes noisier and far less useful. Comparatively, if a campaigner has complete, unequivocal, and empirically justified parameters for accurate models, they can be used to tailor messages specifically to the individual person. If the campaign has no data of any kind, quantifiable models can be populated by educated guesses. In this case, they become tools for clarifying institutional thinking and acts as intuitions pump rather than specific predictions. Conversely, given copious amounts of data, the models can be made increasingly sophisticated. Population-level data (e.g. income distribution or the average age of a district) can provide rough, but only somewhat useful predictions to guide strategy. Personalised data gives additional information about each individual voter that can be used to generate micro-targeted campaign approaches for increasingly fine-grained specification of segments of the population. This chapter concludes with a discussion of data access and model generation for the purpose of micro-target campaigns.
7.1 Psychometrics, Moral Foundation, and Voter Personality
Psychometrics is a branch of social and cognitive psychology that develops ways to measure psychological traits as well as tools for measuring and comparing these traits between people. The IQ test (purported to measure a subset of human intelligence) is a classic example of a psychometric. It uses tools to extract traits and compares them against performance to determine whether high scores on the scale correlate with performance on specific tasks. For some tasks, the psychometric will be able to foresee outcomes (e.g. IQ and the ability to solve logical puzzles) while the psychometric will be unrelated to other tasks (e.g. IQ and the ability to sing songs). For political campaigns, the value of a particular psychometric analysis depends on whether it encompasses features related to persuasion or GOTV. For example, high and low scores on loss aversion may correlate with responses to fear-based messaging. However, if the psychometric in question has no bearing on the voter’s reception of the persuasive effort or the influence strategy, it is wasted effort to measure the psychometric for the electorate.
Much like heuristics and biases, a litany of psychometrics has been put forth and tested in the past four or five decades. Equally, as with heuristics and biases, psychometrics is geared towards correlations and descriptions rather than structural prediction. As psychometrics tend to be descriptive rather than predictive and as it is a priori difficult to determine which psychometric to measure, they may be difficult to implement effectively (alternatively, the campaign manager may riskily rely on their gut feeling to pick out psychometrics they believe will be relevant). Nonetheless, they provide useful tools for measuring individual differences. If the chosen psychometrics provides a relevant description, it can guide message development and campaign strategy. For example, some voters are more risk averse than others. Risk aversion may be correlated with responses to fear-based messages. If this were the case, the campaign can develop messages that target high- and low-risk averse voters with different persuasive efforts.
To illustrate the types of insights or information that psychometrics can bring, we present two common measurements: the need for cognition and need for closure. As there is an abundance of psychometrics (some of which are mentioned in Table 3.​2 in Chap. 3), the below psychometrics merely exemplify the type of measures that campaigns might use to segment the electorate psychologically.

                Need for cognition
                
               refers to “…a need to structure relevant situations in meaning, integrated ways. It is a need to understand and make reasonable the experiential world” (Cohen, Stotland, & Wolfe, 1955, p. 291, see also Cacioppo & Petty, 1982 or Petty, Briñol, Loersch, & McCaslin, 2009). According to the psychometric, people with a higher need for cognition seek out intellectual challenges, find puzzles fun, and are more likely to exert control over wards (see e.g. Thompson, Chaiken, & Hazlewood, 1993). Cacioppo and Petty (1982) proposed a 34-item scale measurement scale, but others suggest that a shorter 6-item is sufficient (Coelho, Hanel, & Wolf, 2018).1
For political campaigns, the need for cognition may be useful if people who rate highly on the scale are more persuaded if they feel the candidate has explained the position clearly and fully. If this is the case, they may consider designing messages that present an abundance of arguments or evidence. Comparatively, if people who score low on the measure feel overwhelmed by an avalanche of information, messages that are short, snappy, and to the point may be designed for them. That is, for the same political message, different messages may be more or less persuasive depending on the measure on a given psychometric such as the need for cognition. As we shall touch upon in Chap. 8, campaigns may A/B-test messages for groups of voters—this refers to the process of finding the most suitable message for that group of people by testing different versions of the message on representative samples from that group.

                Need for closure
                
               refers to the desire for “…an answer on a given topic, any answer… compared to confusion and ambiguity” (Kruglanski, 1990, p. 337, their italics). That is, a person who scores high on this scale dislikes disorder and open questions and prefers a predictable and understandable world, which may cause the person to forego information that can bring noise or confusion into his world view. The trait has been correlated with authoritarianism and dogmatism (Webster & Kruglanski, 1994) and was measured using 42 items (see Roets & Hiel, 2007; Stalder, 2012 for developments and methodological issues with the scale).2 In the same way as the need for cognition, people who score high on the need for closure may find open-ended policies and statements unsettling and unpersuasive. Comparatively, people who score low on the measure may revel in the intellectual curiosity of wondering aloud. As with the need for cognition, campaigns can use these to optimise persuasion and influence efforts for the people they are trying to reach.
Aside from these, a myriad of psychometric tools test people for proclivities towards sensation seeking (Zuckerman, 2009), personal temperament (Cloninger, Svrakic, & Przybeck, 1993), and dozens of other traits. Given the decades of exploration in this domain, there are a myriad of scales, measurements, and observations that campaigns can use if needed.
In general, the psychometric scales measure traits that intuitively make sense. For example, we all know people who are feeling more comfortable living in defined and secure worlds as well as people who enjoy living in uncertainty and revel in seeking out information to test competing hypotheses about the world. As with heuristics and biases, psychometrics is focused on observations of differences in the immediate environment rather than deeper, structural process-oriented models where differences can emerge over time and given subjective experiences or access to information.
Yet, as with heuristics and biases, psychometric studies provide invaluable observations of overarching and seeming differences between people that may be exploitable in campaign settings. Where no structural process model can be gleaned or parameterised, campaigns can use these immediate differences to guide persuasion and GOTV strategies. For example, campaign literature with big open-ended questions will likely fare less well with voters who score high on the need for closure scale. However, if the campaign has access to parameterised process models that allow for the natural emergence of these differences as part of the process (rather than as an innate or essential trait), it will be more effective, as such a model allows interventions that can set the process along the desired track (e.g. making people more desirous for closure over time would enable different and more sophisticated campaign strategies).
The above psychometrics scales explore individual differences concerning reasoning styles as well as tools for eliciting and scoring personalised traits. Moving closer to politics, some psychometrics have specifically been applied to individual reasoning and decision-making differences in the political realm, namely the moral foundation questionnaire and the Big-Five personality traits presented below.
The moral foundation of politics The moral foundation of political beliefs and messages is crucial to how a message is received (Voelkel & Feinberg, 2017), as people may have intuitive reactions towards messages that relay a moral viewpoint that conflicts with deeply held values and feelings (Haidt, 2012, see also Janoff-Bulman, 2009).3 Graham, Haidt, and colleagues (Graham et al., 2011, 2013; Graham, Haidt, & Nosek, 2009; Haidt, 2012) argue that political morality can be divided into five main facets: Care, Fairness, Loyalty, Authority, and Sanctity.
Care refers to the importance of avoiding harm for all people and protecting each other. Fairness refers to the desire for justice in accordance with the socially agreed upon rules and regulations. Loyalty refers to the desires to be faithful towards the in-group, be it friends and family, shared group affiliation, or other members of the same entity such as a nation-state. Authority refers to submission to traditions and to authority figures in the society such as politicians, policemen, and others on whom society has bestowed authority. Finally, sanctity refers to repugnance for disgusting things including food items. In a later work, Haidt (2012) adds liberty, which refers to the desire to avoid domination by other people.
Evidence from a range of studies suggests that people of different political affiliations in the USA rate these factors differently (Graham et al., 2009; Iyer, Koleva, Graham, Ditto, & Haidt, 2012). The studies indicate that liberals predominantly focus on care and fairness and conservatives are concerned with all five factors equally (Haidt & Graham, 2011). Unsurprisingly, libertarians focus on liberty. Some argue we approach evidence and politics from our personal moral vantage points. Seeing others from this position has led some authors to argue that an ‘empathy gap’ exists when evaluating messages from competing moral viewpoints (Ditto & Koleva, 2011; Lakoff, 2002).
Pertinent to micro-target campaigning, framing messages along the perceived moral importance of the person targeted may be more persuasive than messages that use competing moral principles (Feinberg & Willer, 2013). Tentative evidence suggests this strategy can be persuasive (Day, Fiske, Downing, & Trail, 2014; Wolsko, Ariceaga, & Seiden, 2016). For example, moral reframing was successfully used in environmental messaging (Clayton, Koehn, & Grover, 2013; Nisbet, Markowitz, & Kotcher, 2012). However, as always, it remains to be seen if specific psychometrics are good descriptors or capable of predictions, and if they are universally applicable to persuasion and political campaigning or if they are tied to specific socio-cultural contexts (e.g. most of the above studies have been carried out (predominantly descriptively) in the USA or the UK, making it hard to infer wider applications). However, if they work for a specific campaign and provide useful information, they are sufficient for that practical purpose.
The big-five 
                personality traits
                
               Personality is obviously unique to each person. To develop a measurement for personality that approximates a categorisation of key personality traits, social psychologists have divided personality into five traits. They are: Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism, collectively known as 
                OCEAN
                
               (Cottom, Dietz-Uhler, Mastors, & Preston, 2010; Digman, 1990; Gow, Whiteman, Pattie, & Deary, 2005). Openness measures whether or not the person enjoys new experiences and new ideas, is creative, and is curious. Conscientiousness measures the person’s tendency to act in accordance with pre-planned behaviour, is self-disciplined and dutiful, and aims for achievement. Extraversion measures a person’s sociability, assertiveness, and tendency to seek out the company of others. Agreeableness refers to the person’s empathy, degree of cooperation, and helpfulness. Finally, neuroticism measures the degree to which the person is likely to undergo psychological stress, suffer from anxiety or depression, and feel vulnerable.
The traits appear stable over time at the individual level (Caspi, Roberts, & Shiner, 2005), have cross-cultural support (McCrae & Costa, 1997), and some studies suggest a part of a person’s personality traits can be genetic (Bouchard, 2004)—although, this causality link seems to be tentative at present. They are elicited using a 120-item scale (24 items per trait) where traits typically are elicited on a 5-point Likert-type scale (ranging from complete disagreement to complete agreement with the sentences in the scale). While getting people to complete a 120-item quiz is onerous, it may be possible to get an estimate of psychometrics in other ways. For example, it may be possible to use personalised data (e.g. a person’s ‘likes’ or messages on message boards) from social media platforms to estimate a person’s personality traits (see Azucar, Marengo, & Settanni, 2018).4
Politically, OCEAN has been explored as relating to political ideology (Block & Block, 2006; Sibley, Osborne, & Duckitt, 2012), political attitudes and behaviour (Mondak & Halperin, 2008; Mondak, Hibbing, Canache, Seligson, & Anderson, 2010), GOTV strategies (Gerber, Huber, Doherty, & Dowling, 2011; Gerber, Huber, Doherty, Dowling, & Panagopoulos, 2013; Mattila et al., 2011), and political behaviour in general (Mondak, 2010). Specifically, the main traits that correlate with political affiliation are openness (correlated with left-wing affiliation, see Carney, Jost, Gosling, & Potter, 2008; Gerber, Huber, Doherty, & Dowling, 2012) and conscientiousness (correlated with right-wing affiliation, see Carney et al., 2008; Gerber et al., 2012). These seem the only predictors of political ideology (Sibley et al., 2012), although importantly this correlation is only a moderate effect (Carney et al., 2008; Jost, 2017). Nonetheless, studies on the 2016 Brexit referendum provide tentative evidence for the link between personality and likelihood of political affiliation. Studies on personality differences across UK regions suggest that conscientiousness was positively correlated with regions that voted leave (Garretsen, Stoker, Soudis, Martin, & Jason, 2018), and regions that had a higher regional openness score were positively correlated with voting remain (Sumner, Scofield, Buchanan, Evans, & Shearing, 2018).5
As such, if campaigners can gain approximate personality scores for the target subset of the electorate, they gain an additional tool in predicting the likelihood of individual voters’ political affiliation. In addition, and of particular interest to micro-targeted campaign strategies, studies suggest that messages designed to fit the recipient’s personality are more effective (Hirsch, Kang, & Bodenhausen, 2012; Matz, Kosinski, Nave, & Stillwell, 2017). This suggests knowledge of people’s personality can be used in message development and tailoring.6
Assuming for the sake of argument that personality traits are predictive of how voters respond to different types of persuasive messages, consider the development of a pro-gun message in the USA. A voter who scores high on agreeableness may respond positively to pro-social messages (e.g. “Guns are part of the American way of life. We hunt together, barbeque together, and share this connection with our neighbours and friends”). Comparatively, a voter who scores high on conscientiousness may respond better to messages, which refer to responsibility or civic duty (e.g. “Americans are a law-abiding people. We understand the responsibility bestowed on us by the 2nd amendment, and we know how to keep our houses, guns, and families safe”). Alternatively, a voter who scores high on neuroticism may get a message designed to invoke fear and paranoia (e.g. “If the Democrats get in power, they plan to take away your right to protect yourself and your family”). By scoring individual voters according to psychometrics, personality traits, and moral foundations, campaigns can design adverts that are specifically designed not only to speak to issues close to their hearts but in words that appeal to their personal traits.
Given their purported correlation with GOTV strategies, their responses to personally tailored persuasive messages, and their correlation with political affiliation, the moral foundation facets and OCEAN have obvious immediate uses for campaign management. Nonetheless, their use, like heuristics and biases, is contained within the sphere of directional predictions, correlation, and outcome observation as opposed to concrete predictions, causation, and a mathematically defined process.
Aside from this, there are reasons to stay the proverbial hand in using these and other psychometrics. First, outcome-based models are noisier, as they are subject to potential process-driven aspects that masquerade as deep or innate differences. For example, liberals are presumably not ‘born’ this way, but rather emerge as so due to a multitude of factors such as personal experiences, educational opportunities, and social peers. If the campaign misunderstands the process and attends to surface-level and immediate differences, they may underestimate how the recipient will adapt and react to specific persuasive messages. However, in the absence of a predictive and thoroughly tested process model, outcome-based measurements are helpful tools. Second, the evidence linking OCEAN with political decision-making and reasoning still has to be grounded in more detail. Some studies find a correlation between left- and right-winged attitudes and ‘conscientiousness’ (Carney et al., 2008, see also Garretsen et al., 2018), or some show correlation between conservatism and death anxiety (Jost, Glaser, Kruglanski, & Sulloway, 2003), some show regional differences in personality traits (Rentfrow, Jokela, & Lamb, 2015), and some find ‘openness’ correlates with being left-winged (Gerber et al., 2012; Sibley et al., 2012). However, some researchers remain sceptical as to whether personality traits can cause political positions (e.g. Hatemi & Verhulst, 2015; Verhulst, Eaves, & Hatemi, 2012). To some degree, this is due to the descriptive and often post hoc nature of the analyses. Undoubtedly, these psychometric measures are interesting, but it remains to be seen whether they are causally connected with beliefs mechanisms.7
Third, liberals in the UK and the USA seem to report similar patterns of moral foundations (see e.g. Haidt, 2012). While this may initially appear to corroborate the theory, ‘liberals’ in the USA typically correspond to conservatives in the UK in terms of ideological position. Thus, while they occupy the same relative position (left of centre), they traditionally occupy different ideological spaces.8 It is not clear if the moral foundation measures relative or actual political ideology. Further, despite some cross-cultural support, the moral foundations are grounded in deliberative Western (American) democracies. For example, the definition of liberty seems to draw on classic American tropes and narratives.
Despite these (and other) concerns, psychometrics such as Need
                
               for Cognition, Need for Closur
                
              e, the Moral Foundations, and the OCEAN
                
               personality measure provide good descriptive tools to classify and categorise the electorate, not only on political grounds (e.g. correlations between a voter’s psychometric measurements and their party affiliation or the likelihood to vote), but also for psychological functions (e.g. correlations between psychometrics and political beliefs, their way of seeking out new information, or the way they integrate information with their pre-existing beliefs).
7.2 Modelling an Individual Voter
We are now at a point where components can begin to merge into a fuller picture of the potential data-driven political campaigns in which the campaigner attempts to build models of individual voters with the aim of persuasion or voting. This book presents an approach to doing so, namely the Bayesian models that provide a computationally specific framework for modelling voters’ subjective beliefs, their perception of the world. They also provide a predictive tool that informs how people will react to new information from more or less credible sources, how they see dependency of sources, and how best to target specific beliefs or values to best persuade or influence that particular voter (or a subset of voters).
Micro-targeted campaigns aim to get maximally relevant and accurate models of the individual voters or relevant subsets of voters to understand how they see the world, their personality, and their behavioural motivations. If the models are accurate representations, personalised models help develop and thereby optimise persuasion and influence attempts, giving a competitive edge compared to political opponents (who, presumably, will try and do the same).
Additionally, as discussed in Chap. 8, models can provide campaigns with a roadmap to the most sensitive data parameters for persuasion and influence efforts. The simplest models provide correlations between voter characteristics and traits that relate to persuasion of influence. For example, campaigns may test whether fear-based campaigns become increasingly effective and more persuasive to older rather than younger people. If the campaign finds a positive correlation between responsiveness to fear and age, they may seek out data that can identify people with that trait (for age, this is straightforward; for psychometrics and subjective beliefs, it is harder to identify the right data to parameterise the models). If the campaign has access to the relevant data, they can use it to segment the electorate. In the age and fear example, they may segment people according to age (e.g. voters 18–35, 35–60, and 60+). This segmentation can guide the design of the persuasion and influence efforts. This may result in policy messages that invoke fear for one segment (60+), but stay away from such appeals for the other groups of voters.
Going beyond correlations, heuristics, and psychometrics, more complicated models allow for deep structures of personal beliefs and belief revision. The modelling approaches used (Bayesian belief revision models, networks of source dependencies, heuristics and biases, psychometrics or a mix of all) depend on the questions the campaign is trying to answer, the resources or the campaign (both in terms of money and time), and the technical know-how of the staff on the campaign.
At the level of individually measurable outcome-oriented traits, evidence suggests psychometrics is useful to describe and potentially predict how people will respond to campaign messages. The studies on OCEAN and moral foundation facets indicated that these traits could be used for persuasion and influence attempts. Assume for the moment that people who score high on need for closure, risk aversion, and neuroticism respond strongly to fear-based framing of political ideas. It may turn out that a particular subset of voters happens to exhibit these traits more than average. Hypothetically, it may be that being old, living in a rural area, and having a small social network is correlated with high scores on these psychometric elements. If this is the case, campaigns can use demographic data to pick out voters who should be targeted with a fear-based framing of a particular political idea. While the ‘old people are more likely to be afraid’ trope is stereotypical and probably false, correlations between psychometrics (e.g. personality and cognitive styles), demographic data (e.g. age, income, place of habitation), or digital trace data (tweets, time spent on social media, size of social network) can illuminate categories of citizens that might not have been readily imagined. For example, is the need for closure correlated with time spent on social media that connects that person to like-minded individuals? When campaigners have done due diligence and identified the most relevant voters (as discussed in Chap. 6), they can collect psychometric- and heuristic-based data on these voters to identify the most likely persuasion and GOTV strategies for contacting those individuals or sub-groups of individuals.
Whereas psychometrics, heuristics, and biases by themselves provide excellent directional descriptions, their use in Bayesian models provide tools for dissecting the reasoning and decision-making process of each individual. As presented earlier, the models can formally express voters’ subjective beliefs related to new information. This includes their prior beliefs for a hypothesis, P(H). The models also include the perceived likelihood ratio that connects the new piece of evidence to that hypothesis, P(H|e)/((P(H|e)+P(H|¬e)).9
Furthermore, Bayesian models can mathematically describe and predict how voters integrate reports from other sources with their pre-existing beliefs. This is moderated by their prior belief in the hypothesis, the strength of the evidence, and how trustworthy
                
               and knowledgeable they consider the source to be. Additionally, Bayesian models can build entire networks of beliefs where some are more influential for the overall hypothesis than others, as well as represent the reasoning function of sources that have some shared connection. Finally, Bayesian models can represent how people should update their belief in the credibility of the source given extraordinary statements, P(Cred|Rep), or when encountering new information that relates to statements that a source has made previously, P(Cred|e). Naturally, given the likely myriad of parameters, these models can be difficult to parameterise. As discussed in Sect. 7.3, different types of data can be used to parameterise the models such as experiments, scraping of personal data (e.g. tweets), surveys (which may include elicitations of psychometrics if these are deemed relevant for the election in question), psychological experiments, and so forth.
Compared with relying on simple psychometrics, the process-oriented models offer deeper, structural accounts as well as predictions that are concrete, precise, and testable rather than directional or descriptive. This enables campaigners and modellers to conduct experiments where they change a parameter to observe what should normatively happen to the system given that change. For example, in a complicated Bayesian network, a modeller may change the ripple effects that would occur if a foundational belief were changed. Rather than looking at the immediate surface, then, process models give tools not only for strategic assistance but also for fundamental aspects such as identifying the parameters that alter the system the most. This is called sensitivity analysis and can only be done with computationally specific models that describe a process.
Plausibly, psychometrics might pick out salient features that may inform the way people process information. For example, people who score high on authority measure in the moral foundation questionnaire may respond more positively to messages from a political candidate who scores high on the same measure. For this entirely hypothetical example, the Bayesian source credibility model would simply have different values in the conditional probability table where parameters would correlate with the authority measure. That is, given the difference, a table for the likelihood that high (H) and low (¬H) authority voters will integrate a report/opinion from a political candidate with high and low authority may be as follows.
Conditional probability tables can be daunting at first sight. However, they simply denote how strongly a particular set of factors influences belief revision. In the above table, the first column can be read as follows:Imagine a person who has complete expertise in an area relevant for a particular hypothesis and who is also completely trustworthy. How likely is a hypothesis to be true if that person tells you it is true?10

These conditional probabilities explore people who are completely trustworthy and expert.11 If a person is perceived to be somewhat trustworthy
                
               (e.g. 0.7) and pretty knowledgeable (e.g. 0.63), the impact of that person’s statement should be less than someone who is totally expert and completely trustworthy.12
Thus, people can disagree fundamentally concerning two issues, both of which can be captured by a Bayesian model. One, they may disagree on how credible a person is. One voter may assign high trustworthiness and expertise scores to a candidate (e.g. 0.91 and 0.86, respectively) while another may assign entirely different scores to the same candidate (e.g. 0.21 and 0.34, respectively). If this is the case, they will integrate information from that source in the same way, but reach very different outcomes. Two, people may disagree on how much you should trust information from other people, to begin with. In Table 7.1, the two rows of high and low authority illustrate people who responded differently to the conditional probability questions. In the high authority case, credible sources will have fairly significant impact.Table 7.1A hypothetical conditional probability table as a function of psychometric scores


	Voter
	H
	H
	H
	H
	¬H
	¬H
	¬H
	¬H

	Candidate
	T, E
	T, ¬E
	¬T, E
	¬T, ¬E
	T, E
	T, ¬E
	¬T, E
	¬T, ¬E

	High authority
	0.9
	0.7
	0.3
	0.1
	0.1
	0.3
	0.7
	0.7

	Low authority
	0.7
	0.6
	0.4
	0.3
	0.3
	0.4
	0.6
	0.7


T denotes a candidate perceived as Trustworthy and E denotes a candidate perceived to be an expert



Compared with this, sources with the same prior will have less impact on people who agree with the ‘low authority’ estimates, as these people rely less on information from others in principle (regardless of the specific person). As such, we can use Bayesian models to tease apart if a person does not integrate information from a candidate because they do not like them (low priors) or because they generally do not integrate information from other people as much (captured in the conditional probability table). That is, it appears that even if the two people shared priors for trustworthiness and expertise for a particular candidate, they should produce different results due to their different scores on authority, which is followed by different conditional dependencies. If an individual voter did change scores on authority, this individual should use information from sources differently, according to Bayesian theory.
Conceivably, some psychometrics may correlate with how people fill in these crucial parameters. For example, a person who scores highly on authority bias and low on the need for closure scale may hypothetically rely more on information from sources and will be less likely to seek out information independently. If this is the case, technical parameters such as conditional probability tables may be estimated using psychometric measurements. In general, Bayesian models have many moving components, as each belief is connected with priors and conditional dependencies. Thus, to build a full-fledged Bayesian model of a voter requires more data and more variables than measures from psychometric scales.
For campaigns, process-oriented models are, therefore, tough to work with. Compared with simpler outcome approaches, process-oriented models are deeper, provide causal justification for predictions, and are testable, but also take longer time to develop and require more coding, modelling, and testing experience. The usefulness of these models, then, is dependent on campaign resources (time, money, and technical expertise).
Regardless, if the campaign has identified the most relevant voters, has chosen the central models to ballpark individual voters’ reasoning and decision-making characteristics, and has chosen some, if any, seemingly relevant psychometric scales, the campaign is faced with the practical challenge of getting data to develop, parameterise, and test its voter models for persuasion and GOTV.
7.3 Data
We live in an extraordinarily data-rich world. Private companies collect data on their users. For example, loyalty cards provide supermarkets with consumer data for each customer, Google searches and Facebook posts may inform advertising agencies of our desires and intentions, and websites generally collect data via cookies.13 Aside from private companies, governments produce population-level data sets on wealth distribution across the country, overall fitness of the population through health services like the NHS, and other types of data found in the Office for National for Statistics (ONS) in the UK. Finally, spatial data concerning traffic movement or behaviour in airports can be used to intervene in the design of public and private spaces.
Some of these characteristics are highly correlated. For instance, a person who works in the financial sector in London is more likely to use the Central Line with stops at Liverpool Street Station, Bank, and other financial quarters compared with a person who lives and works in Dalston. Thus, if the government collects data that suggests an increase in financial sector employment, it may consider expanding capacity on the Central Line to future-proof that part of the transportation network. In this way, data can be used directly to predict the future (increased pressure on Central Line) and to plan a response (e.g. expand stations or build a new tube line, like the Elizabeth Line, to distribute and alleviate pressure).
Given the fact that hundreds if not thousands of data points are registered for each individual every day, the challenge is not the existence of data sets about potential voters, but the access to and use of data sets. If political campaigners just collect data at random, they are likely to pollute their models with irrelevant data, find spurious correlations that are accidental rather than actual (see Sect. 8.​4 for a discussion of involuntary p-hacking, which can lead modellers down the proverbial garden path), or drown in useless data.
Models (in particular process models) can guide campaign managers to identify the key parameters needed for the models. Having identified the key data sets needed to parameterise their models, campaigns will attempt to get that kind of data (or at least a proxy for that kind of data).14 In the following, we will consider some of the main types of data sets and some of the ways to acquire those data sets.15 Depending on the modelling task, these can be used to correlate traits of a citizen or a subset of relevant citizens with political ideology, to inform their priors or belief structures in Bayesian models, to estimate the likelihood that they will vote, and so forth.
Types of data First, demographic information describes key features of the voter. This includes, but is not limited to: age, gender, sex, income, place of birth, current place of habitation, voting record, sexual orientation, ethnicity, number of children, relationship status, educational level, and other such traits. They can be collected for regions and for individual people. Digital traces refer to data that the person or a relevant group of people leave online when they browse the Internet. For example, when people tweet repeatedly about a particular topic, they are likely to be interested in that topic. Modellers can use scraping methods to acquire social media data. Additionally, Google data can be used commercially as well as politically (if you Google ‘weekend getaway to Madrid’, you are likely to get pop-up ads for hotels in Madrid—the information can, in theory, be used similarly to inform campaigns of political affiliation). Experimental data refers to data that has been collected explicitly to parameterise a key variable, to test the predictive power of a model, or to conduct other hypothesis-driven tests. These can directly inform model parameters or be used to test campaign literature designed for targeted citizens (see Sect. 8.​3). Surveys are broader questionnaires that can be employed to gauge beliefs or attitudes of subsets of the population. If the surveys are quantitative, they can be used for statistical inferences on parameters and variables for that population.
Data may also be more qualitative in nature. Qualitative interviews can be used to describe the values of individual voters. Finally, focus groups are more in-depth interviews or conversations with citizens who represent the group that the campaign is trying to reach. For example, if the campaign is designing an ad for suburban, college-educated parents, they may ask for reactions and responses to material in a focus group consisting of members from that specific subset of the population. Typically, the members of the focus group will be asked questions, but will also be allowed to express what they felt or thought when they saw a particular message or item. As such, focus groups often provide a mix of quantitative and qualitative data, which can be used to test material in more detail compared with surveys or experiments. Of course, qualitative data cannot be directly used in computational Bayesian models but may provide important background information for setting the parameters in the models.
Acquisition of data Data can be acquired in a variety of ways. First, campaigns can use money to purchase specific data sets that are held by others. For example, if a supermarket is willing to sell its customer data, campaigns could, in theory, buy personalised consumer data for targeted citizens. Additionally, some governments are willing to sell information about their citizens, either personalised or generic. Finally, online platforms may also sell data on users to increase their profit margins (indeed, for some companies, selling user data to marketing and advertisement agencies is their main source of revenue).16 The handling and commercial nature of data vary from country to country and region to region. For example, under current EU legislation, it is harder to access personalised data than in the USA. Thus, legislation may stop some transactions of data from companies to campaigns, but this is subject to political whim and may change at any given time. As discussed later, legislation is an accidental feature of a particular society at a particular point in time. It responds to the integral desire of data-driven campaigns: how best to get hold of the most relevant and diagnostic data for the most relevant voters.
Second, data can be scraped from online platforms. For example, studies have developed algorithms that can analyse the word use of Twitter users to predict their political affiliation. Others have predicted whether or not voters are likely to be conservative by analysing users’ tweets on religion (Hirsch, Walberg, & Peterson, 2013; Sylwester & Purver, 2015). Importantly, these analyses are not done manually but are conducted via automatic data mining. Scraping can be used to analyse any message that is in the public (or private if the website allows access to the data for a fee). In principle, this can be used to estimate political affiliation, belief structures, credibility scores for individual candidates, and other relevant features.
Third, crowdsourcing platforms such as MTurk and Prolific offer a way to contact relevant citizens. On these platforms, participants complete experiments or surveys designed by researchers, modellers, or campaigners for a pre-agreed fee. This can be used to collect data on specific model components, functions, or predictions. Fourth, canvassing accrues data through face-to-face interaction, typically between campaign volunteers and members of the targeted public. Most likely, the volunteers are used to collect survey data from key subsets of the electorate. In the above focus group example, the campaign needed responses from suburban, college-educated parents. To get a larger, but targeted survey sample set, demographic data can pick out houses that fulfil these selection criteria and a volunteer can go from door to door to collect the data. Finally, polls and surveys can be carried out via phone centres, again often staffed by volunteers or paid campaign workers.
Importantly, types and methods for acquiring data will change radically over time. At the time of writing (September 2018), Facebook is 14 years old and has become the largest social media platform in the world. As such, it wields tremendous influence on how people connect with each other, share information, and consequently on how data can potentially be got. This fact has spawned dozens of academic papers and hundreds of newspaper articles, blogs, and vlogs. This is entirely justified, as Facebook is a fascinating case study. However, we have to distinguish the accidental from the integral. Specific sites, situations, and tools to collect data are accidental features of a particular election cycle. Eight years ago, people may have talked about Myspace, now people are talking about Facebook and Twitter, and in eight years’ time, people may talk of an entirely different social media platform. These are all fascinating glimpses into methods and data sets at a given point in time. Yet, websites and ways to extract data from those constantly alter: some websites gain popularity while others disappear, some companies sell their data while others do not, pathways to data may be enabled or disabled as the company evolves, and political regulations may intervene on the accessibility of personal data. Thus, the specific paths to data constantly change. Regardless of constant change, the underlying micro-targeted campaign intention remains: a desire to get diagnostic data that allows the campaign to identify the relevant voters for an election and data that can be used to segment the electorate along individual lines. In 2014, this may have involved data taken from Facebook, but this is accidental. This book is concerned with the integral functions of data-driven campaigns rather than the accidental means of doing so at any given time.17
7.4 Forecasting—Certainty Versus Probability
Predictions from Bayesian models will always be probabilistic rather than deterministic. That is, even if a model states that a voter is 90% likely to care about the environment, there is, by nature of probabilities, a 10% chance of being wrong (minimally). Additionally, the data that modellers use can come from corrupted sources or be counted twice or thrice if they are mistakenly logged into two data sets that appear independent of each other. If the data set is corrupted (either from bad input or from poor samples), it will filter through to the prediction, as the parameters of the relevant models will be corrupted, which in turn will denigrate the usefulness of that model. At best, the corrupted parameter turns out to be irrelevant and the model functions well, but worryingly, bad data is very likely to lead to bad predictions (and therefore bad campaign choices if these are based on model predictions).
No matter how much money the campaign has, it will always have data gaps for specific model parameters and lack of access to certain types of data. This will vary from campaign to campaign (as a result of differing financial means), country to country (as a result of different legislation), and from candidate to candidate (as some candidates may refuse to use certain types of data). Regardless of the reason for the data deficiency, the campaign modellers and managers have to make up for it if that particular data is needed to parameterise a key variable. If the campaign truly has no way of knowing, they will have to rely on intuition and guestimate the parameters.
Finally, all modelling is rife with human error, both computationally and conceptually. Any given model always has traces of the hand of the creator—the person who generates the model may have misunderstood the task, misread the data, taken point of departure in a bad theory or model, or simply made a mistake when coding the program that conducts the analyses. Human error is compounded by a lack of time, overall workload, and general pressure. Political campaigns are chaotic and highly pressurised situations, which increases the likelihood of modelling mistakes. Given new data, modellers will dynamically update their models of voters and provide increasingly accurate forecasts (Tetlock & Gardner, 2015).
The model of any given voter is a representation of the campaign’s view of that voter’s beliefs, values, personality, and so forth. Naturally, some voters will defy expectations. For example, if a campaign has access to consumer data, it is reasonable to assume that citizens who predominantly buy organic products may be concerned with environmental issues. Thus, armed with consumer information for a subset of the population, the campaign identifies 1000 voters who predominantly buy organic and use this information to contact those voters with a message specifically addressing environmental issues. Some of these citizens may be entirely unconcerned with the environment and may purchase organic products for different reasons (e.g. related to health beliefs). For those, the persuasive attempt may fail, but if the model has picked out a salient relationship (e.g. 85% of people who buy organic products are strongly concerned with environmental issues), the outreach may be positive. Micro-targeted campaigns play a numbers game where marginal gains can result in significant advantages. Most elections are tight; in first-past-the-post elections marginal gains in the most relevant seats can mean the difference between a win and a loss. For example, in the 2000 election George W. Bush famously took Florida by 537 votes. This represents 0.00009% of the total number of votes cast in Florida (5963110). If Al Gore could have gained just 0.05% of the vote, he would have been elected president of the USA. If the data-driven campaign lends an advantage of, say, 1–2 percentage points, it may prove entirely irrelevant in some elections (e.g. in California, data-driven campaigns will not be able to overturn the Democratic majority) and game-changing in others where margins are tight.
In the end, humans design data-driven campaigns. They collect and store the data, they build the models that interpret the data, and they build the models that predict how people will respond to persuasion and influence attempts based on their understanding of the electorate and the data available to parameterise their models. If the model and the data are both solid and accurate, micro-targeted campaigns can lend a significant advantage compared with campaigns that target people opportunistically or randomly (e.g. with an ad on a highway for anyone to see). However, if either the model or the data is poor, the eventual predictions are going to be poor. Thus, while they can potentially provide a strong weapon to a campaign, they are not all-powerful. For this reason, the reality is in between the statement that data can say nothing of human beliefs and behaviour and that data is deterministic of human beliefs and behaviour.
7.5 Chapter Summary
To guide the development of material and timing of interventions in the most optimal manner, data-driven campaigns can aim at modelling the potential voters in terms of relevance, political ideology, the likelihood of voting, and individual differences. For the latter, psychometrics such as OCEAN, the moral foundation, and need for closure offer a path to measuring differences at the surface-level (much like heuristics and biases offer a description of surface-level reasoning and decision-making strategies).
The differences observed through psychometrics or heuristics are useful tools to describe immediate features of particular voters, which may, in turn, guide the development of persuasion and influence attempts. However, it is not clear if some of the psychometrics are measuring similar traits. For example, Openness is correlated with considering alternative explanations (Haran, Ritov, & Mellers, 2013), which seems antithetical to the high need for closure. Further, need for cognition is correlated with OCEAN’s openness to experience and is negatively correlated with neuroticism (Sadowski & Cogburn, 1997; Pacini & Epstein, 1999; Fleischhauer, Enge, Brocke, Ullrich, & Strobel, 2009). This suggests a significant overlap between measurements and concepts, which betrays the somewhat ad hoc and descriptive nature of heuristics and psychometrics.
Comparatively, Bayesian models provide computationally explicit tools to model belief revision, belief networks, and people’s perception of the relationship between sources. Process models offer computationally specific causal justification for the predictions and are testable. However, they take a longer time to develop, need more data given multiple parameters, and require more coding, modelling, and testing experience. The usefulness of these models, then, is dependent on campaign resources (time, money, and technical expertise).
All models require data to be useful. Psychometrics typically elicit between one and five parameters (e.g. one for the need for closure and five for OCEAN) through a pre-developed questionnaire. Bayesian models identify the priors and conditional dependencies needed and collect data to inform these. Given data from the population or from individual voters, modellers can correlate personal traits (e.g. psychometrics or a specific prior distribution) with personal data (e.g. age, educational level) to generate segments of the population. Different data types can be used for this including, but not limited to demographic information, digital traces, experimental data, survey, and focus, which can be acquired by scraping personal data, by straight up buying the data, through canvassing, or via other forms of contact such as phone calls.
The Bayesian models can only provide an estimate of beliefs and behaviour. Naturally, some model predictions will miss their mark, but if a significant proportion of the appeals work as intended, psychologically motivated data-driven models give campaigns a sharper edge compared to campaigns led by the gut. Elections are games of fine margins. Often, getting a 2–3% advantage can in many cases be the difference between winning and losing the election. Indeed, as cognitive and social psychology produces increasingly sophisticated and accurate computational process models, data-driven campaigns should become more effective. If candidates have access to fundamentally different models and data (due to disparity of financial backing), it may yield an unfair political battleground. While the use of data does not determine who wins an election, the models give a decided advantage of all things being equal.
As mentioned before, it is important to distinguish between the accidental and the integral. Specific websites, specific candidates, and specific tools to extract data are accidental features of particular elections. While these are interesting case studies, it would be a mistake to infer future campaign strategies or methods from the past. While the accidental methods and paths may change, the integral micro-targeted campaign function remains: a desire to get diagnostic data to be able to model the most relevant voters for a specific election. The demands for data will increase as models get more sophisticated and if data becomes more readily available. Candidates who have no access to data and more sophisticated analyses and model predictions can of course win but will face an uphill battle from the start.
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Footnotes
1The ‘cognitive reflection test’ (Frederick, 2005) is related to need for cognition. This measures a person’s capability to override initial intuitions and logically dissect a problem. High scores on the reflection test correlates with success in overcoming heuristics such as gambler’s fallacy and sunk cost fallacy (see Hoppe & Kusterer, 2011; Oechssler, Roider, & Schmitz, 2009; Toplak, 2011).

 

2Disagreement on which scales are most useful (see Neuberg, Judice, & West, 1997 for a discussion on the unidimensional version of the need for closure and its overlap with the ‘personal need for structure scale’).

 

3In line with Bayesian subjectivity, some authors argue that voters engage in political discourse from their personal moral foundation (Haidt, 2012), which causes them to advance their own beliefs despite the epistemic benefit of listening to the ideas of others (Clark, Wegener, & Fabrigar, 2008; Feinberg & Willer, 2015).

 

4According to some journalists, Cambridge Analytica used personalised data from Facebook to algorithmically approximate their personality profiles. Whether or not this is the case and the specific algorithms necessary for doing so remain unclear and proprietary, although see Sect. 7.4.

 

5The moral foundation approach has also been applied to the Brexit vote (Harper & Hogue, 2019). These studies tend to apply the psychometric after the fact, which functions descriptively rather than predictively.

 

6While it may be tempting to infer strategic opportunities from personality traits, the studies tend to be correlational rather than causal. Also, given the large amount of variables typically elicited in such studies, the risk of unintentional P-hacking is ever-present. Future research will determine the degree to which OCEAN reliably predicts persuasive success. Regardless of the success of this psychometric, the general point remains: campaigners can use psychological features to segment the electorate further alongside demographics, digital footprints, social network placement, potential electoral impact, and other useful metrics.

 

7Personally, I believe most psychometrics will turn out to be descriptive correlations rather than be causally predictive. This remains to be seen in future research. Nonetheless, for campaign managers, it is a matter of whether a particular measure picks out a salient and usable feature in the electorate.

 

8With the rise of more left-leaning Democrats such as Bernie Sanders, Alexandria Ocasio-Cortez (the American congress woman), and Beto O’Rourke, the position of the Democratic Party may of course change going forward.

 

9Possibly, psychometrics may be correlated with ideological positions. For example, studies show that people who score high on the openness parameter were more likely to support remaining in the EU during the 2016 Brexit referendum. While research has been conducted in this area (see e.g. Sumner et al., 2018), the degree to which psychometrics correlate with belief states remains unknown.

 

10Table 7.1 illustrates how a Bayesian process model may be parameterised. This conditional probability table denotes how strongly reports from sources should influence a person’s belief.

 

11On a scale from 0–1, complete trust and expertise is denoted as ‘1’.

 

12Mathematically, you need all eight conditional probabilities to fully capture how information from sources impact people’s beliefs. Here, we just consider the first column, but you should read the remaining seven in the same way.

 

13For a fascinating journey into the world of Google, porn sites, and how this data can be used to inform models of populations as well as of individual people, see Stephens-Davidowitz, 2017.

 

14To quote one of my favourite double-speaking fictional spin-doctors: “Let’s go truffling in the forest of knowledge”, Stewart Pearson, The Thick of It (season 4, episode 3).

 

15We will discuss examples of some techniques for data analyses in Chap. 8 and only consider types of data and ways to acquire it here.

 

16When asked by Senator Dick Durbin how Facebook made money given the fact the website and app is free, Mark Zuckerberg simply stated: ‘senator, we sell ads’. In this way, a Facebook user is the product for consumption rather than the consumer.

 

17Indeed, if you read this book in 2020, references to Myspace seem hopelessly dated. If by some miracle this book is read in 2030, references to Facebook and Twitter are likely to be as dated and irrelevant. Nonetheless, while the accidental paths to data change the intention remains the same.
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Describing persuasion
              
             from a qualitative and theoretical perspective, Burke (1969a) argues that persuasion is facilitated through a process of identification where the recipient can see her beliefs, values, and ways of being reflected in the speaker and in the conveyed message. Extending this approach to persuasion Burke argues that the persuader must be able to walk the walk and talk the talk of the persuadee (p. 55). Bayesian studies in reasoning, argumentation, and decision-making provides tentative backing for this idea in as much as people seem to use their subjective views of the world and of the credibility of the speaker (including their perceived link with other speakers) to guide belief revision when faced with new evidence or reports from other sources. If the persuader has relevant knowledge of the target audience, they can tailor their choice of references, their examples, and the main thrust of their argumentation to issues that resonate with that audience.1
Adding to this, the rhetorical concept of kairos denotes the capability of saying the right thing at the right time. On political awareness of audience, Plato once remarked that it is easy, “…to praise Athens before Athenians” (Plato, Menexenus). However, praising something to which the audience belongs is a fairly low bar of insight. Without particular access to the electorate, the speaker has to rely entirely on gut feelings for the place or, as many people would have it, speak their actual mind. While speaking openly and honestly with a complete disregard for accidental beliefs and emotional states of the audience may be laudable, it is hardly a persuasive strategy. A speaker may take the high road and speak of issues with no fear of being disliked, but may run the risk of losing to a savvier competitor.2
All things being equal, micro-targeted campaigns have the potential to give the campaign manager a sharper weapon that can be used to plan and execute the campaign with evidence or reports directed even towards individual voters. First, such a campaign segments the population and identifies the most relevant voters to talk to (as discussed in Chap. 6, this includes considerations of whether or not the voter has an impact on the upcoming election, the beliefs of that voter, how the voter perceives the candidate, and the likelihood of that voter turning out to vote on Election Day). This helps the campaign be more efficient with money, resources, and attempts to persuade or influence the voter. Second, it can create individual profiles for each voter including key parameters such as people’s subjective prior beliefs, conditional dependencies, credibility perception, and source dependency. Additionally, data can quantify surface-level traits such as heuristics and psychometrics (including moral foundation and personality traits). Third, given identification of the most relevant voters and segmentation of psychological and epistemic profiles, micro-targeting campaigns can develop, test, and refine attempts of persuasion and influence and use data to evaluate the most optimal messages and approaches.
Micro-targeting campaigns do not guarantee a win. But they do give a significant advantage compared with stochastic campaigns that contact voters willy-nilly. In particular, micro-targeted campaigns can improve analyses of the electorate, but a bad candidate will always be a bad candidate. In addition to bad candidates, the micro-targeting campaigns can themselves be a liability if they are run poorly. If the psychological models of the electorate are inaccurate or downright mistaken, the subsequent model predictions will be noisy at best and counter-productive at worst. In this context, there is nothing more dangerous than a bad model. Further, if the data that feeds the models is corrupted or wrong, the model predictions will again be noisy at best and downright damaging at worst. A micro-target campaign is only as good as its models, its data, and its technical staff. However, if done well, they provide a magnificent tool for campaign management and persuasion and influence optimisation.
This chapter will discuss segmentation issues as well as issues related to message preparation, testing, and refinement in micro-targeted campaigns, but also present some of the pitfalls to consider.
8.1 A Hypothetical Segmentation Example
Micro-targeted campaigns
                
               refer to modelling individual voters via analyses of personal data that enables campaign managers to partition voters into increasingly specialised and specific segments. Rather than having categories like ‘rural’ and ‘urban’, micro-targeted campaigns can operate with dozens of categories—inherently, any categorisation that helps the campaign develop optimal messaging for an increasingly unique category of voters. Categories that can do this include demographics (gender, age, income, place of residence), subjective beliefs (belief in specific hypotheses, perceived credibility of each candidate, personal political preferences), psychometrics (need for cognition, risk aversion, OCEAN), and similar categories that can describe the voter with increasing specificity.
The underlying intention is to understand the dispositions of the voter in order to develop persuasive appeals and influence strategies that as efficiently as possible pick out the most relevant voters, find ways to change their beliefs, and get them to turn out for the preferred candidate on Election Day. If campaign managers know what a voter cares about the most, they can send pamphlets on that topic, if they know the person’s relevant psychometric values such as personality traits, they can design messages that are designed to best persuade that type of person, and if they know your potential relevance for the election and likelihood to vote, they can determine if they need to contact the voter in the first place. As an example, imagine a campaign that wants to create persuasive messages concerning adjustments to the minimum wage. Specifically, they argue for an increase in minimum wage across the board. The challenge for the campaign is to find the most relevant voters to contact.
First, the campaign acquires data that indicates the degree to which each voter thinks increasing the minimum wage is a good idea on a scale from 0–1 where 0 represents total dislike for the proposal and 1 represents total support for the idea prior to any persuasive attempt. This initial analysis groups voters in three categories: low (P(H) < 0.3), medium (P(H) < 0.3 & > 0.7), and high (P(H) > 0.7) support for the policy prior to any engagement. Setting aside for a minute worries about bad data or noise, knowing people’s prior support for the policy gives the campaign valuable information. In this case, they decide not to contact people who already strongly support the policy (any voter with P(H) > 0.7), as they are already convinced and will presumably vote for it. The swing voters (P(H) < 0.3 & > 0.7) are of definite interest, as they represent the voters who may tilt the vote in either direction, while the people who are strongly sceptical (P(H) < 0.3) are less interesting.
Knowing people’s support for the policy prior to the campaign gives an initial glimpse of who to engage with. To assess the possible success of a persuasive campaign, the campaign also collects data for each voter to approximate how they perceive the credibility of the candidate (as in Chap. 5, this can be measured as an amalgamation of perceived trustworthiness and expertise). This further divides people into two categories: people who think the candidate is credible (p(Cred) > 0.5) and people who do not (p(Cred) < 0.5). Whether or not a person thinks the candidate can be entirely independent from their prior support for the policy, as some voters may believe raising the minimum wage is undesirable (P(H) < 0.3), but may think the candidate is very knowledgeable and honest (p(Cred) > 0.5). As they think the candidate is credible, it is possible to engage these voters persuasively. Comparatively, a swing voter (P(H) < 0.3 & > 0.7) who thinks the candidate is untrustworthy or inexpert (p(Cred) < 0.5) may be left alone, as contacting this person might be detrimental (e.g. they may lessen their support for the policy if they learn a disliked candidate supports it).
Measuring perceived credibility divides the electorate into six categories: low, medium, and high support for the policy prior to persuasive engagements, PH, and low or high perceived candidate credibility, P(Cred). This gives the campaign a better idea of who to target in the persuasion phase. Armed with these categories, the campaign decides to contact swing voters (P(H) < 0.3 & > 0.7) who trust the candidate (P(Cred) > 0.5). In addition, they contact people who oppose the policy (P(H) < 0.3), but who have high degree of trust in the candidate (P(Cred) > 0.75), as these voters might respond very favourably to persuasive appeals from the candidate.3
Having identified whom to contact, the campaign collects data to find out if the voter lives in a district or area where they can impact the election.4 For example, a voter might live in the district where the vote takes place, find the policy somewhat appealing (P(H) = 0.43), and find the candidate very credible (P(Cred) = 0.91). This would make that person ideal for persuasion effort, as the voter may integrate information from the candidate favourably. However, if it turns out this person has no voting rights, they consequently have no impact on the election. While they could be persuaded to support the policy, the lack of voting impact would make them irrelevant for a persuasion campaign. Using personal data in this way, campaigns can disregard voters with no impact resulting in an additional specific subset of the two groups of people.5
The first analyses of the voters (prior support, perceived credibility, and impact on election) tell the campaign whom to target in the persuasion phase: who is most susceptible to persuasive appeals, and who are most likely to be a swing voter. However, this effort only makes a difference if the campaign can get the voters to turn out on Election Day. Thus, the campaign acquires data to determine if a voter is likely to vote. This can help decide if a person is persuadable, but will not turn out to vote (P(Vote) < 0.25). If so, the effort may ultimately be spent more effectively elsewhere. Additionally, such estimates can help the campaign figure out who to target with GOTV strategies. In this phase, voters who strongly support the policy (P(H) > 0.7) become interesting, as the campaign needs to influence their behaviour.
By analysing personal data for each voter, the campaign has now picked out the most relevant voters (voters who either dislike or are lukewarm to the idea of increasing minimum wage, but who both find the candidate very credible and have an impact on the election).6 As discussed in Chap. 7, campaigns may collect voter psychometrics such as 
                Need for Cognition
                
               or 
                OCEAN
                
               personality traits that can be used for testing the effect of different persuasive messages types. If we assume for the sake of the example that OCEAN provides useful characteristics, the campaign may want to measure this. Thus, going beyond identification of relevant voters, the campaign uses data to approximate the personality of each relevant voter.
Consider two voters who have been identified as relevant. From the personality analyses, one is rated highly extraverted and the other as highly neurotic. The campaign may send the first voter pro-social messages that describe how we must support each other, how all deserve a chance, and how you can help your fellow citizen by raising quality of living for all citizens. The campaign may send the second voter entirely different reasons for increasing minimum wage that plays more to fears and paranoia. For example, referencing the fickle nature of life and that they one day may have to take a lower paying job, or claim that crime is reduced in areas where low-paid workers get better wages. Both messages argue for the increase of the minimum wage, but target significantly different traits.7
In our example, the campaign has now segmented the population so that only the most relevant voters are approached. The campaign used 3 categories of belief, 2 categories of credibility, and 2 categories of impact. This yields 12 categories. Of these, only 4 were approached in the persuasion phase (an additional 2 were approached in the GOTV phase). In addition, psychometrics traits were collected to guide message development. Figure 8.1 illustrates one possible way to segment an electorate in order to determine who to contact for a specific political issue.[image: ../images/453636_1_En_8_Chapter/453636_1_En_8_Fig1_HTML.png]
Fig. 8.1Hypothetical voter segmentation


It shows how a campaigner can use insights about the electorate to target voters. Data is used to segment the electorate into distinct categories concerning beliefs, perceived credibility, likelihood to vote, and personality estimate. Once the campaign has segmented the electorate into these categories, it can develop, test, and optimise persuasion efforts that specifically fit that subset of the electorate (e.g. voters who are highly neurotic, who care about minimum wage, and who are likely to vote may respond differently to specific acts of persuasion compared with a voter who is highly extraverted).
Of course, this merely exemplifies how campaigns could use data to segment the electorate and guide message development. For each election, the most salient variables may be slightly different—to begin with, people would consider entirely different policy suggestions from election to election. Second, given socio-cultural differences some societies may have more trust in government than others. If the election becomes a competition between low-credibility candidates, the persuasion strategies may be radically different, as campaigns would no longer be able to rely on stump speeches due to poor credibility perception. Third, it is plausible that outcome-oriented measures such as the Moral Foundation Questionnaire (Haidt, 2012) and heuristics or biases such as loss aversion (Kahneman, 2011) change from one society to another. Finally, it is equally plausible that some outcome measures will correlate with a policy in one society and not in another. For example, if the electorate is unfamiliar with government oversight, they may consider introduction of this as ‘risky’. On the other hand, if the electorate has experienced good governmental oversight in the past, it may be considered ‘risky’ to not introduce oversight for an issue. Thus, risk aversion may correlate positively with proposed oversight in one election and negatively in another. For each election, it is the job of the campaign manager to figure out what the voters are like, how to represent them through formal models, and how to test the campaign assumptions. Some features will presumably be universal (e.g. perceived credibility will likely play a part in persuasion in all debates) whereas others may be highly culture-dependent (perceived religiosity may be positive in some countries and negative in others).
This suggests that new models will have to be built for each new election cycle. However, this is not necessarily the case. If a campaign conducts an election in the same area every two years, they may presumably use elements from past elections to guide their new models and thus get a head start. This is due to the fact that issues, societal challenges, and candidates may change rapidly, but the important qualities for a specific socio-cultural context might be more stable (e.g. religious affiliation have consistently been a more important feature in the USA than in the UK and may be so in the 2020 election as well).
Additionally, fundamental processes are unlikely to change from election to election. All voters have to consider issues; the credibility of the candidates will be an important feature in most (if not all) elections; and the likelihood to vote will always be a strategically essential factor. This suggests surface-level parameters may change (which policy is most important, how credible is this or that candidate, and what is the correlation between this measure and that policy?), but the foundational elements will remain more or less the same. In general, deep structural processes are more likely to be applicable in new situations while specific demographic and psychometrics may be more or less correlated with particular political issues for a given election. In the initial exploration phase (see Sect. 8.2), the campaign aims to find out the most salient models to use and how to use these to guide data collection.
8.2 Techniques for Data Use: Segmenting the Population
Fundamentally, data serves three purposes for micro-targeted campaigns. One, they allow campaigns to segment the voters along the lines of demographics, psychometric values, likelihood of voting, general relevance for the campaign, and so forth (Fig. 8.1 illustrates how categories can potentially break down the electorate into multiple categories). Given demographic information, digital traces, experimental data, and surveys, the campaign can get an idea of the electorate and identify the most relevant voters and how they are likely to think, act, and feel. If this is done accurately, they provide the campaign with a “binder full of voter categories” that can be targeted with strategies developed especially for them. Two, data allows the campaigns to parameterise key variables. For example, if psychometrics and demographic data produces, say, 54 relevant voter categories, the campaign needs to populate the models of these voters with parameters that approximate reality as closely as possible. This includes data on voters’ subjective political ideology, their political priorities, credibility beliefs, and perceived structural dependencies between sources. To produce models that describe and predict how subsets of the electorate would react to a particular act of persuasion or influence, the models need to be properly parameterised. Three, once the modellers have segmented the population in the desired categories and populated the models, the campaign will begin to prepare messages specifically designed for each voter (category). Message development can be supported by surveys, A/B-testing, experimental designs, and focus group interviews. The results of the message-testing phase provide the campaign with data on the aptness of each act of persuasion or influence. Given this data, modellers can run statistical analyses to see if one type of message was significantly more persuasive than another version of the same political message (we discuss message testing in Sect. 8.3).
Testing for differences When modellers explore data they look for significant differences between groups of people (e.g. are older people significantly more likely to be risk averse compared with younger voter?) or between experimental conditions (e.g. when giving different campaign material to young voters, are the experimental group significantly more persuaded than the control group?). Statistically significant differences are identified by the use of a measure called the p-value. This value reflects the probability that the observed difference is actually due to differences between the groups and not just random noise in the data. Traditionally, p-values <0.05 are considered ‘significant’. A p-value of 0.05 means that the observed difference is 95% likely to be traced to the difference between the groups and only 5% likely to be random noise in the data. Thus, a p-value of 0.001 informs the modeller that the observed difference is only 0.1% likely to be random noise on the data. Thus, p = 0.001 is stronger evidence than p = 0.05.8
Exploring possible differences Campaigns can explore data sets to get insights into the electorate and specific subsets of the electorate. For example, the campaign may want to examine if specific psychometric values are correlated with demographics, political ideology (or specific political issues), or the likelihood of voting. Further, if the campaign operates with basic Bayesian networks, the initial exploration can be used to see if those beliefs can be linked with a specific subset of the population (e.g. environmental issues may be correlated with consumer data for organic purchases). When exploring the data, the campaign can begin to segment the population into subsets, as described in Sect. 8.1.
Most campaigns will have some a priori beliefs about the electorate and may want to test whether or not specific hypotheses are supported by the data (this is hypothesis-driven, top-down exploration involving statistical test as mentioned above), but the campaign may also want to explore the data with an open mind and see if there are any surprising and useful insights to be gained (this is data-mining-driven, bottom-up exploration). When exploring the data top-down, the campaign risks imposing its own beliefs and hypotheses on the strategy and thereby missing some key insights. However, when exploring the data bottom-up, the campaign risks finding mistaken correlations and may even unintentionally P-hack itself (see Sect. 8.4).
Statistical methods There are many different statistical methods to interrogate data. Analysis of variance (ANOVA) and t-tests are used to analyse the difference of the mean responses for groups of voters (e.g. what are the beliefs in evolution for people with a college degree compared with people with no college degree?). Chi-squared analysis is used when the data is categorical to test whether the differences between observed groups are significant (e.g. do old people vote for more conservative rather than socialist parties compared with young people?). Linear regression is used to test the relationship between a dependent variable and one or more explanatory factors (e.g. do people become more risk averse, as they get older?). Factor analysis is used to identify common traits amongst observed and correlated variables with the intention of lowering the number of factors that the campaign needs to work with (e.g. can I reduce the number of facets in the model by collapsing the most correlated onto a single, common factor?). There are many other methods available (for an excellent and immensely readable book on statistics, see Priest, 2008). The choice of method depends on the aim of the test, the make-up of the data and what type of data is available to the modeller.
Typically, political and cognitive scientific studies use ‘frequentist’ statistics such as p-values and ANOVAs. While these methods are entirely appropriate for most cases, they risk unintentional p-hacking and over-estimation of significance (if they neglect to test for effect sizes). A different branch of statistics, Bayesian statistics (Kruschke, 2011a, b, 2013; Kruschke & Liddell, 2018; Wagenmakers, 2007), can be used for more conservative testing. In addition, the campaign might want to test for similarities rather than differences between groups. A standard t-test can only test for differences between conditions even though some predictions aim to test similarities (e.g. showing that men and women do not differ intellectually, as should be predicted, cannot be done with t-tests, but can be tested using Bayesian statistics).
Where frequentist statistics use p-value, Bayesian statistics use the so-called Bayes factors (BF10). This describes the likelihood ratio of the data given the hypothesis and compares it with the data given the null hypothesis. BFs of 1–3 are considered anecdotal support, BFs of 3–10 are described as “substantial” support, BFs of 10–30 are considered “strong” support, BFs of 30–100 are thought to be “very strong” support of the hypothesis, and BFs of >100 are categorised as “decisive” support (Jeffreys, 1961). As with any method, the campaign should use the type of statistics that can do what they require.
Parameterisation Having cleaned, organised, and explored the data, the campaigners develop the models they perceive to be the most accurate and relevant in order to model the subsets of voters descriptively and predictively. If the campaign operates with Bayesian models, the campaign desires to parameterise prior beliefs, conditional dependencies, credibility scores, relationship between beliefs, and perceived relationship between multiple sources. As in the case with exploration and segmentation, data can be used for parameterisation.
We have already discussed some approaches to fitting models in Chap. 7 including experimental design, surveys, online platforms, and focus group interviews. For example, if the campaign wishes to know the persuasive impact of different candidates, they may use online platforms to get responses from a representative group of voters for prior beliefs (trustworthiness and expertise). Or if the campaign wants to know how a subset of people feels about a particular policy (for this, they would elicit prior belief on the hypothesis) or about a particular candidate or source (for this, they would ask how trustworthy and expert they find that person). In addition, they may elicit the conditional probability table (e.g. Table 6.1, see Madsen, 2016 for an example of this). Further, if the campaign relies on messages from political entities, it may wish to elicit beliefs for Labour and the Tories as political institutions. If the perceived credibility of individual candidates is low, but the perceived credibility of the party is high, persuasion efforts may be signed off by the party instead of a particular candidate. The beliefs of the electorate directly inform which policies the campaign can target as well as the most effective messenger.
Aside from the types of data discussed in Chap. 7 and the ways of getting hold of data (e.g. purchasing it from a company), social media allows for new ways to get personal data on individual voters. For example, it is possible to use tweets to determine if voters are likely to be conservative by analysing their references of religion (Hirsch, Walberg, & Peterson, 2013; Sylwester & Purver, 2015). If granted access to a voter’s Facebook page, similar analyses can potentially be used to glean political ideology and personality (see e.g. Azucar, Marengo, & Settanni, 2018). It is worth reiterating the accidental nature of specific social media. While Facebook and Twitter are important references in 2018, they most likely will not be in the future. The integral intention of the use of personal data is the fact that public use of language, images, or affiliations can be used to generate profiles of each voter, which in turn can be used to segment the population and parameterise models that describe those voters.
Parameterisation takes considerable effort, which is why some aspects can be automated using machine learning (Kubat, 2015).9 This is a branch of computer science that uses statistical techniques that allow algorithms to ‘learn’ a system by observing it through data sets. In a way, machine learning represents an extreme capacity to learn from past data. It can render what has been observed and provide parameters to reproduce these patterns. For example, machine learning has been used for word categorisation, which can inform the analyses of social media posts.
For campaigns, machine learning can be used to make data scraping automatic and set up a system whereby the algorithm learns the parameters of the population, which in turn informs segmentation of the population, parameterisation of the model for each voter group, and potentially informs the design of the models themselves. This can be used to automate depictions of ideology, emotional attachment to beliefs, social networks (we will return to these in Chaps. 10 and 11), and psychometrics.
Shakespeare lampoons a love ‘which alters when it alteration finds’. While fickle love that may dissipate in times of hardship, one of the most redeeming qualities of machine learning is its flexibility, as machines do alter their models of each voter when they find reason to do so (e.g. if the voter begins to tweet aggressively misogynistic statements, the model of that voter may need to be adjusted). While machine learning is unquestionably a powerful technique, it is limited in that the curve-fitting of the past is of the past. That is, it learns to reproduce the past and fits the parameters to predict the system on the base of this. If the system has changed radically from the data that trains the algorithms, however, the predictions may be wrong.
Finally, it is worth noting that models can still be useful even if the campaign has no specific empirical data with to parameterise the models. First, models are representations of what modellers and campaigners believe about the electorate. Consequently, they also show variables campaigners find most relevant. As such, models can be used to guide data collection. Second, models can be used as intuition pumps. By changing model parameters, you can explore what should happen if the system is constituted in a particular way. For example, you can explore what would happen to persuasive messages if the credibility of the candidate plummeted by changing trustworthiness and expertise in the Bayesian model. This can be used to guide message preparation.
8.3 Message Preparation, Testing, and Refinement
Message preparation is an integral part of campaign management. When a particular segment has been identified, the campaign can begin to develop messages that are tailored specifically to their concerns and prior beliefs, an evaluation of the political candidate, their psychological profile, etc.
The effectiveness and aptness of messages can be tested against focus groups or through A/B-testing (see below) before launching the message to the targeted segment of the population. Focus groups assemble voters of the identified segment who can then respond quantitatively and qualitatively to the messages. For example, if they find a particular image of phrase crass or unappealing, the campaign will refrain from using that image of phrase in the eventual persuasive attempt. The messages that are most favourably received can then be sent to members of that segment. A/B-testing refers to an experimental design where two groups of the targeted segment see political message, only they see different versions of the same message (e.g. the campaign may want to compare the persuasive potential of two ways of describing pro-choice messages). The results from the two groups can be compared against each other to identify the most persuasive message, which can then be sent to the targeted segment.
If we consider the hypothetical segmentation of the voters from Sect. 8.1, the data identified subsets of voters that were relevant to approach in the persuasion phase. Additionally, given psychological profiling, messages may be phrased in ways that are designed to maximise persuasion for that type of voter. For example, Fig. 8.2a–b illustrates two messages that advocate an increase in minimum wages.[image: ../images/453636_1_En_8_Chapter/453636_1_En_8_Fig2_HTML.png]
Fig. 8.2(a) Pro-social message. (b) Fear-based message


Here, Fig. 8.2a is aimed at people who score high on extraversion while Fig. 8.2b is aimed at voters who score high on neuroticism. These messages can then be tested against voters with those traits to eventually develop the most persuasive form of that argument for that segment of the population.
Message preparation, testing, and refinement is cyclical, as results from focus groups or experimental testing may indicate more optimal ways to develop messages, which then need to be tested and refined. More broadly, exploration, segmentation, parameterisation, and testing are cyclical. If the campaign gains a key insight into the electorate during the development of persuasive material, the modellers can revisit the original data sets and explore this facet in more detail to see if new segments should be identified along the observed lines. Similarly, segmentation may yield deeper exploration.
8.4 The Dangers of Noise, Unintentional P-hacking, and Over-fitting
Data is the backbone of micro-targeted
                
               campaigns. It informs the segmentation of the electorate, it can be used to set psychological parameters that the campaign believes are important to the electorate, it can be used in message development and in the testing of statistical significance of specific persuasive or influence interventions, and it can be used to test model assumptions and to subsequently improve upon the existing models of the electorate given new data. In this way, it can guide the campaign from the earliest stages of the campaign (how to quantify voter relevance and who to target) to the latter stages (how to persuade specific subsets of the swing voters, and how best to get out the vote on Election Day). Nonetheless, data does not simply grant magical insight. Aside from bad model assumptions or mistaken representations of the electorate, mislabelling of data sets, and poor data management, there are a number of pitfalls that modellers and data-driven campaigners are faced with. Here, we consider a few of the most prevalent.
Noise
                
               Too much data, however, can be a net negative. First, if the data is not diagnostic or relevant to the task the modeller is trying to solve, additional and irrelevant data sets only add noise and make it harder to find the actual knowledge that is needed to segment the population, set the key model parameters, or see if the message tested well for a given group. This is discussed in Nate Silver’s appropriately named book The Signal and the Noise (Silver, 2012). That is, the campaign may simply collect too much data—or collect it in an uncoordinated or messy way. In such situations, the amount of data can muddy the analyses and lead the modellers down garden paths that are mistaken or simply just a product of random patterns that occur in the data.
The effect of noise is illustrated in an episode of The Thick of It (season 3, episode 2). In the episode, a hapless government employee has unintentionally leaked sensitive data to the general population. When the spin-doctor, the hilariously profane Malcolm Tucker, realises this cannot be undone, he develops a strategy: rather than distort or spin the original data (which would be impossible), he asks his staff to release any and all irrelevant data and figures to bury the signal in a mountain of data with the hope that journalists would fail to find the actual story amongst the avalanche of irrelevance. While Tucker does this intentionally, campaigns may hamper their own efforts if they collect any and all data they can find in a blind and undirected manner.
If a campaign tries to figure out why a subset of the population failed to vote for their preferred candidate in a previous election, there may be hundreds of variables available probably including data unrelated to voting decisions such as voters’ hobbies, their favourite colours, films they have seen in the past year, and many other features. If the campaigner explores the data by just ‘mining’ to find possible correlations, it may turn out that one or two variables were related to electoral support, which may be due to noise in the data (cf. the section on testing for differences above). In that case, the campaigner is misguided and slowed down if she is given dozens and dozens of data sets with irrelevant information. If they analyse the data blindly (i.e. with no preconceived idea what they are looking for), additional data sets merely increase the workload, slow down the process, and increase the risk of unintentional P-hacking.
P-hacking
                
              , or data dredging, refers to the occurrence where the patterns in the data look statistically significant when in reality there is no underlying effect in the first place, just random noise. It can happen when multiple statistical tests are conducted on the same data set (e.g. running hundreds of tests with different psychometrics and variables) and only reporting the ones that look statistically significant. This relates to the probabilistic nature of the p-value. As p-values <0.05 are considered significant, we should, by definition, expect 5% (or 1 in 20) of random comparisons to look significant simply due to the nature of the p-value (recall p = 0.05 refers to a 5% likelihood that the result is just random patterns in the data rather than an actual signal). P-hacking can be done intentionally to pretend data has significance when it does not (e.g. running multiple experiments and only reporting the seemingly significant results to a scientific journal), but it can also be done unintentionally when modellers explore data and look for correlations.
If the campaign uses psychometrics, P-hacking is a real and present danger, as they elicit traits that are very common (e.g. being more or less open), which can retroactively be ascribed to most findings. Imagine a modeller examining data concerning the correlation between a four heuristics (e.g. loss aversion, need for cognition, need for closure, and the hot hand fallacy) and the OCEAN personality measure. The campaign may want to test if the heuristics are correlated with each other and if the personality traits are correlated with any of the heuristics. This opens the possibility for dozens of tests that are being conducted with no prior expectation or theory, but is done blindly. Recall the p-value definition from earlier. If p < 0.05, the analyst may believe the relationship is significant. However, as the person tests dozens of relationships (44 in the above example), some of these are bound to appear as significant (most likely 2–3 given the 5% chance). If the analyst is not careful and remembers this pitfall, they run the risk of p-hacking their analyses unintentionally.10
This danger becomes even more pronounced with vague and common-sense parameters such as heuristics and personality traits, as it is easy to convince yourself of a story that fits the observations. For example, data may show that extraversion is positively correlated with loss aversion. Given the common-sense nature of how psychometrics is described, the modeller may construct a plausible narrative retrospectively (e.g. ‘that makes sense, as loss of social standing should mean a lot to people who are highly extraverted’). Alternatively, the data might have revealed a positive correlation between loss aversion and neuroticism. Again, the modeller may construct a plausible story for why this might be the case (e.g. ‘that makes sense, as loss must loom larger to people who are prone to paranoia and fear’).
If modellers falsely identify a correlation as true when it is actually just a product of exploring multiple variables against a data set with additional variables, it can have significant and potentially disastrous ramifications for management of the campaign. In the first case, the campaign manager, believing the results have revealed a good signal (when in reality it is just random noise) may choose to use fear-based persuasion and influence attempts when targeting highly extraverted voters. At best, they respond exactly as other voter would (in which case, the segmentation and analyses exercises were in vain)—at worst, they respond negatively to the attempt. If the campaign unintentionally P-hacks itself, the decisions made on the basis of that analyses are random at best and counter-productive at worst.11
Over-fitting Finally, given a rich vein of data, the modeller runs the risk of over-fitting models to specific individuals. Given sufficient and diagnostic data, machine learning methods can generate a perfect (or near-perfect) fit with a particular voter. While this is beneficial when building a model of that voter, it may be too good a fit, as the model cannot be transferred to predict other voters. Micro-targeted segmentation divides the electorate into increasingly precise and specific subsets. However, if the automatic model generation yields thousands of subsets, it becomes unmanageable. Thus, campaigns have to bridge the gap between models that are too generic (as this would entail a one-size-fits-all campaign) and models that are too specific (as this would generate too many models to be implementable). Over-fitting must be avoided to get some generalisability.
8.5 The Danger of Incorrect Models and Corrupted Data Sets
There is nothing more
                
               dangerous than an incorrect model. If the modeller uses an inaccurate or downright incongruous model of the electorate, the results, predictions, and consequently strategic relevance of the data-driven modelling are going to be polluted and misguiding. Consider an election where a campaign manager a priori believes the election is going to be fought on issues concerning discrimination. The campaign uses data to segment the population in terms of relevance, demographics, and various psychometrics, elicits prior beliefs and conditional dependencies, and conducts A/B-tests messages to develop the most persuasive case for reducing discrimination in the society.
In this case, the model has been built correctly, data has parameterised the key variables such as priors and conditional dependencies, and message development has found the most persuasive way to convey that policy. However, if the a priori belief is entirely misguided and the electorate cares more about the economy, the environment, and safety than about discrimination, the campaign will be ineffective. Worse still, if the focus groups consulted were chosen poorly and do not reflect the opinions or beliefs of the targeted segment, the campaign may even backfire.
In conjunction with poor models, campaigns may acquire poor data. The data sets may be corrupted if the responses have been mislabelled. Poor data storage and mislabelling can make the modeller think a data point refers to the prior belief where it actually corresponds to the likelihood of voting). Additionally, if the data set has been sampled from a narrow or mistaken subset of the population, it does not reflect the data needed to populate the relevant models. For example, a politician may wish to address commuting time and needs data from commuters in the Greater London area. If data concerning commuting time is accidentally collected from Berwick-upon-Tweed and presented as if it was from London, the modeller may provide an entirely false picture of the state of the world.
The pitfalls of poor a priori assumptions and bad data are again illustrated in an episode of the television show, The Thick of It.12 Here, a junior civil servant, Ollie, conducts a focus group interview to get voters’ impressions of a new policy that he personally likes. Given his a priori attitude, he is impressed with the responses from one member of the group, as they praise the idea—this leads him to set up a one-person interview with just them. As they continue to favour the policy, he reports positively to the minister who instigates the policy. Having launched the policy, Ollie discovers the person was an actor paid to portray a person from a part of England where they could not find a representative member for the focus group. Consequently, they were entirely mistaken in their characterisation of how the population would respond, and hilarity ensues. This showcases a person with a bad prediction (Ollie) who gets poor data (from the actor) with disastrous results.
8.6 Chapter Summary
Data feeds the models that underpin micro-targeted campaigns. Given diagnostic data and accurate process and outcome models of the electorate, data can be used to segment the population into increasingly specific groups of voters, based on traits such as shared beliefs, similar personality traits, same perception of relationships between sources (e.g. independence or shared dependency), and other traits that are deemed relevant for the electorate for that given election. Further, quantifying voter relevance enables campaigns to optimise their effort given finite time and resources.
Data can be used for three integral functions of micro-targeted campaigning. One, modellers can use data to explore the data and identify the main correlations and segmentations. This exploration can be hypothesis-driven (top-down) or data-mining-driven (bottom-up). Two, data can be used to parameterise the main variables of the models that campaigns use (be they process- or outcome-based or a mix of both). Three, it can be used to evaluate the effectiveness of persuasion and influence attempts, as they are developed, tested, and refined (before being sent to the target subset of the electorate). Modern techniques such as machine learning are useful for automating some of these tasks for finding structural aspects that the modeller might not have found with more traditional methods.
While good models fed diagnostic data gives campaigns a tremendous advantage compared with campaigns run on gut feelings, data-driven campaigns are vulnerable to a host of issues. First, if the campaign has accrued data like a hoarder, it may be a disadvantage, as the noise is increased and the risk of unintentional P-hacking is amplified. Second, if the campaign over-fits its models to a specific voter, they risk losing their general usefulness. Campaigns have to straddle the gap between models that are too general and too specific in order to generate segments that are strategically useful. Third, models that are built on bad science or poor a priori beliefs about the electorate are going to be a liability regardless of the amount and quality of data that feeds the model parameters. Predictions are only as good as the accuracy of the representation. Fourth, if mislabelling or poor sampling compromise the data sets, the model predictions are going to be equally contaminated. If the model predictions are wrong, the liability is greater with micro-targeted campaigns, as badly constructed messages are disseminated, not to the population in general, but to the most relevant and influential voters in that election. Micro-targeted campaigns are tremendously powerful, but they can also be powerfully bad if they are built on bad ideas, executed poorly, or fed bad data.
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Footnotes
1Of course, this runs the risk of being seen as phony. If a politician rocks up to each place and adopts the mannerisms of the local populace and references local issues, it can be seen as creepy or as if the politician is playing a role to dupe the electorate.

 

2As with local mannerisms and knowledge, earnestness (of perceived earnestness) is a tremendously persuasive trait, as it portrays honesty and goodwill towards the audience (both are components of being seen as trustworthy). Politicians have to be able to sell earnestness and local references as if they were earnest and off-the-cuff.

 

3The candidate may risk contacting voters who are strongly opposed to the candidate or specific ideas espoused by the candidate. As discussed in Chap. 5, it is possible that people revise their belief of the candidate rather than their belief in the hypothesis if the candidate supports something they strongly dislike. However, as this is just an illustrative example, we forget such worries.

 

4Here and for analyses of the likelihood of voting, the campaign would include voters who strongly supported the idea prior to the persuasive attempt, as the campaign will ensure the impactful supporters actually turn up to vote—however, for this example, we just focus on the current subsets.

 

5In the analysis, the campaign may identify voters who are already committed to the proposed policy and are allowed to vote in the election. For these types of voters, the campaign may forego contacting them during the persuasion phase and may instead target them in the get-out-the-vote phase.

 

6If the segmentation process is more sophisticated, they may only want to approach voters who dislike the idea if that voter thinks the candidate is extremely credible (e.g. P(cred) > 0.8), as the candidate will need significant persuasive potential to move a voter that far. The degree of “sophisticated” is only a matter of time, money, and technical capacities.

 

7Messages designed to fit individual subsets of voters is a cyclical process described in Sect. 8.3.

 

8In order to actually understand the data set, modellers look at other measures such as effect size (e.g. Cohen’s d, see e.g. Cohen, 1988; Sawilowsky, 2009), whether or not the data set is normally distributed (e.g. Shapiro-Wilks test), test of homogeneity, and many other features needed for actual statistical analyses (see Field, 2009). However, as this book is not about statistics, I will use the p-value as an example throughout this chapter.

 

9Machine learning should not be confused with data mining. The latter is exploratory in nature and the former aims at learning the parameters of a system.

 

10For a hilarious take on P-hacking, see XKCD web comic #882 called ‘Significant’.

 

11One concern related to OCEAN and moral foundations is the reproducibility of the findings, which may relate to the fact that they test multiple variables against observed data.

 

12For American readers, this is the UK predecessor to Veep (the incomparable Armando Iannucci wrote both shows).
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So far, we have mainly considered how data-driven, micro-target campaigns
              
             can be used constructively to identify the most relevant voters, to sharpen persuasion, and to optimise campaigns in general. While micro-targeting campaigns can certainly be used to optimise such attempts to build a positive argument (vote for my candidate for the following reasons), it can be used to identify the most vulnerable beliefs, values, and worries of importance for opponent candidates that are ripe for negative campaigning through attack ads. Attack ads are messages that are designed to defame a political opponent. Frequently, attack ads will mischaracterise the beliefs or values or an opponent, highlight the inconsistencies or hypocrisy of an opponent, or directly attack the opponent as a person. In turn, these are meant to change voters’ belief in the political ideas, inconsistencies in the belief network, and change the perception of the opponent as a credible candidate. This is in line with Bayesian models discussed in Chaps. 3 and 4 concerning belief revision and source credibility.
When consulted in 2005, citizens believed ethics and morals of election campaigns have declined from 1985 (Lipsitz, Trost, Grossmann, & Sides, 2005) and continuously see attack ads as churlish smear campaigns (Gann & Bonneau, 2012). Compared with this, if attack ads focus on issues such as inconsistencies between what a politician says and what he does, 80.7% of citizens find attack ads justified. This suggests voters prefer to see campaigns that are conducted in an above-the-board manner and in accordance with conversational norms of good and constructive debate. While this is a laudable sentiment, attack ads seem part and parcel of the political system. However, the effect of such ads is not clear. Lau and Rovner (2009) argue that negative campaigning does not seem to be an effective strategy; Finkel and Greer (1998) suggest it may increase the degree that voters care about the outcome of an election. Evidence is mixed as to whether or not turnout is affected at the level of the general population (see Goldstein & Freedman, 2002; Krupnikov, 2011). In addition, negative campaigning appears to galvanise partisan voters and alienate independents (Iyengar & Ansolabehere, 1996).
As mentioned in the beginning of this book, Cambridge Analytica is an interesting historical case study of political micro-targeting. However, it may be difficult to assess whether micro-targeting is effective by analyses of that election, as multiple factors may have influenced the outcome. For the same reasons, it may be difficult to assess the impact of negative campaigning. As many studies look at specific campaigns and elections, it is unsurprising that results are conflicting, as situational peculiarities and specific traits of a particular negative campaign may obfuscate the fundamental impact of negative campaigning more fundamentally.
Further, if a person has done something immoral or heinous, information on that act is a public good when considering that person for elected office (e.g. whether or not a person assaulted women in his college days should be a mark on his character and potentially bar him from entering public office such as the presidency or the supreme court). Attack ads can illuminate inconsistencies in a person’s beliefs; it can highlight significant differences between a person’s beliefs and his actions, and call attention to undesirable behaviour more generally. These elements are useful and serve a constructive purpose in political discourse. However, attack ads can also be crass, malicious, and false, in which case they are sources of noise, epistemic mischaracterisation, or unfair defamation. When attacks are ads used in this way, they become a destructive force and undermine the political and deliberative processes.
The above-mentioned studies suggest that negative campaigns may affect the persuasion phase (by changing the beliefs of the electorate), but may not directly influence whether people turn out to vote. In other words, attack ads may be more useful in the persuasion than in the GOTV phase. If campaigns can use data to identify issues to push negatively, Bayesian models can provide a guide for the most efficient elements to use in an attack ad (e.g. targeting prior beliefs for the hypothesis, conditional dependencies, or credibility factors). The combination of partisan effect and riskiness suggests that attack ads should be targeted specifically. Data-driven micro-targeted campaigns can be used to identify the recipients (e.g. partisan voters who need to be fired up). Nonetheless, attack ads are risky. If they are regarded as crass, unwarranted, or insulting, they risk backfiring against the sender. Once the material has been sent, it is out of the hands of the campaign and may be used in unintended ways—for example, recipients might share it via social media, which may backfire for the campaign overall. The way information can flow through social networks is extraordinarily important and will be discussed in Chaps. 10 and 11.
9.1 Historical Attack Ads
For as long as democratic systems have existed (or any system where persuasion can give the speaker influence, wealth, or power), speeches have been rife with smear campaigns, mudslinging, and attempts to undermine opponents. Among Ancient speakers, Pericles of Greece (495–429 BCE) and Marcus Tullius Cicero (106–43 BCE) were amongst the most prominent and exalted speakers. Nonetheless, both engaged in defamatory characterisations of opponents in order to paint them as untrustworthy and suspect scoundrels. For example, Pericles demonised Cimon when he got him ostracised and in two brilliant orations, Cicero used a defamatory description of Gaius Verres and Lucius Sergius Catalina. If successful, defamatory attacks can lead to a change in public perception of that person, which may make the position as a candidate or even a citizen untenable (e.g. Cimon was ostracised and Gaius Verres fled Rome during the night to avoid further prosecution).
Going from speeches delivered to particular audiences, the printing press allowed politicians and political figures to attack and ridicule each other at a wider scale. During the Napoleonic Wars (1803–1815), members of the British press sought to undermine the perceived Napoleonic threat. Aside from labelling Napoleon as ‘little Boney’ (Hopper, 2016), a cartoon depicted George III holding Napoleon in his hand, examining him like some diminutive natural specimen (Fig. 9.1a). While there is no actual correlation between height and capability, a study shows that people perceive people to be taller when they are told the person has high authority (Wilson, 1968). Presumably, the cartoonist was tapping into this intuition by depicting Napoleon as a diminutive figure. The campaign was so effective that many people to this day believe Napoleon was short1—and the so-called ‘Napoleon complex’ is a derogatory social stereotype that short men are more temperamental (evidence suggests this is false, Sandberg & Linda, 2002).[image: ../images/453636_1_En_9_Chapter/453636_1_En_9_Fig1_HTML.png]
Fig. 9.1(a–b) Napoleon (1804) and Jackson (1828)


In the 1828 presidential election in the USA between John Quincy Adams and Andrew Jackson, the printing press was used to cast doubt on Jackson’s fitness to govern. At the time, Jackson had a reputation as a military hero due to his involvement in the Battle of New Orleans. To undermine his credentials and to cast doubt on Jackson’s compassion and leadership qualities, the so-called Coffin handbill was printed, referencing acts during the Creek War where Jackson was said to have summarily executed six of his own soldiers. The six coffins on the handbill (Fig. 9.1b) provided a powerful image of the militiamen and was meant to undermine Jackson’s credibility.
Attack ads are not restricted to the political candidate in question. In addition to the coffin handbill attack on Jackson’s temperament (and by extension compassion and fitness to govern), his wife was defamed in Adams-friendly publications. For example, in Cincinnati Gazette, Charles Hammond asked: “Ought a convicted adulteress and her paramour husband be placed in the highest offices of this free and Christian land?” (McClelland, 2008) This referenced the fact that Andrew and Rachel Jackson married in 1791 even though, unbeknownst to the couple at the time, her divorce from a previous marriage was not finalised until 1793 (as the 1791 marriage was unlawful, they officially married in 1794 after her divorce had come through).2
Daisy Girl (1964) One of the most famous attack ads in history was aired during the 1964 presidential election in the USA between Lyndon B. Johnson and Barry Goldwater. The so-called Daisy Girl ad ran in the wake of the Cuban Missile Crisis (1962). In the political climate of the Cold War and the Missile Crisis, people worried that nuclear war could break out. The Daisy Girl ad played on those fears and strongly suggested total nuclear annihilation was imminent if Goldwater were to be elected (Fig. 9.2a–f).[image: ../images/453636_1_En_9_Chapter/453636_1_En_9_Fig2_HTML.jpg]
Fig. 9.2(a–f) Daisy ad (1964)


The ad opens on a field where a child is counting flower petals (Fig. 9.2a). The camera slowly zooms in on the child, as she counts petals from one to nine (Fig. 9.2b), at which point the image of the child freezes and a cold, metallic voice begins to count down, echoing like the countdown to a rocket launch. The camera keeps zooming in on the child (Fig. 9.2c). When the camera reaches the iris (Fig. 9.2d), a nuclear explosion is seen (Fig. 9.2e). While the blast rings and the mushroom cloud grows, an announcer says, “These are the stakes. To make a world in which all of God’s children can live—or to go into the dark. We must either love each other—or must die”. After which the reminder to vote is seen (Fig. 9.2f) and a different announcer says, “Vote for President Johnson on November 3rd. The stakes are too high for you to stay home”.
From a modelling perspective, the model does not attack Goldwater as a person or as a candidate but rather invokes fear of nuclear war if Goldwater wins the 1964 election. This is an attack on conditional probabilities. Expressed this way, the ad does not attack Goldwater’s credibility, P(Cred), but rather suggests that the election of Goldwater would increase the likelihood of nuclear war, P(Nuclear war|Goldwater1964). Aside from being an interesting example of an attack ad, this shows how Bayesian modelling can describe the specific belief elements that ads target (e.g. specific hypotheses, conditional dependencies, perceived credibility, Bayesian network links between different belief components). If campaigns have access to data that identifies the relevant issues to push, Bayesian models can predict how to best construct attacks ads while segmentation analyses of relevant voters provide an estimate which voters are most likely to respond in the preferred way.3
Attack ads, then, can do many things aside from attacks on the individual person (ad hominem attacks). For the target population of most relevant voters, they may increase the probability of something detrimental (nuclear war in the Daisy Girl ad), decrease their perception of the competence of a candidate (mental fitness and qualifications to lead in the Jackson ad), and decrease trustworthiness (Cicero describing Verres as a traitor to Sicily and as a person who only wishes to increase his own standing and fortune). Given the significant strategic advantages of such changes in beliefs, it is hardly surprising that attack ads and negative campaigning are and will probably always be part and parcel of deliberative democracies.
9.2 Trust: A Fundamental Component on Deliberative Democracies
As outlined above, some attack ads may communicate misleading or even false information. At least, supporters of the attacked candidate may doubt the message or the credibility of the sender. As is alluded to in the Bayesian model from Chap. 4, credibility is an essential trait of human communication and has a profound impact on how we revise our beliefs given reports from others (as it normatively should). If a person is not credible, it stands to reason that the information provided by that person is false, noisy, or has a complete disregard for the truth (in Sect. 9.3, we discuss the difference between varying degrees of misinformation). If the statements are likely to be exaggerated, false, or completely noise, the recipient should either disregard the information and not change their beliefs one way or the other or actively disbelieve the information and change their beliefs in the opposite direction than the one suggested by the report. That is, from the perspective of the Bayesian source credibility model, decreased trust should lead to less belief in a proposition if a person who is believed to lie states it (this has been shown empirically where people downgrade the probability of a policy being good if a non-credible source utters it, Madsen, 2016).
As the term indicates, deliberative democracies rely on the capacity to discuss and deliberate issues. Problematically, most of the information relevant to our understanding of the world cannot come from direct interrogation with the evidence, but must necessarily come from other sources. Therefore, deliberative democracies heavily rely on transmission of information between people through various channels such as news organisations, politicians, friends and family, strangers on debate forums, and a myriad of other information channels. For each of these interactions, people must estimate the credibility of the sources and take this into account when reading their statements.
It is not clear how perceived trust influences how people select sources and seek out information about political issues, but it is likely that it does influence it in some way. If a person believes a news source to be corrupt (e.g. believing that it has malicious intentions) and that the information from the source is likely to be false or of poor quality, they may be less likely to rely on information from that channel when trying to learn about an event (Nyhan & Reifler, 2010). The person may worry events will not be accurately portrayed or that evidence may even be fabricated to fit a preconceived narrative. If the person does visit that news outlet, they may revise their beliefs in accordance the Bayesian source credibility model given a report from that source—that is, they may disbelieve their reports rather than integrate the information with their prior beliefs (Madsen, 2016). A similar process is likely to happen with regard to political candidates and how people are motivated to reason given information from and about these where identification with a political party or person may cause people to disregard information that contradicts their personal views or beliefs (see Druckman & Bolsen, 2011; Lavine, Johnston, & Steenbergen, 2012).
Trust in the intentions of people in general—and political candidates in particular—with opposing viewpoints is essential to a functioning deliberative democracy (i.e. trusting that people are disagreeing due to a difference of opinion rather than out of hate, malice, or conspiracy). If attack ads of negative campaigns undermine the credibility of opposing sources (e.g. convincing Democratic voters that Republicans are schemers and liars and vice versa), it may result in general distrust in government, elected officials, and news outlets and lead to an increase in consultation of more partisan news outlets, increased reliance on social networks instead of traditional news, and less willingness to revise beliefs given reports from official sources, which can lead to increased polarisation and political division.4 It is difficult to repair such divides due to the depreciation of trust, as trust is easy to lose and hard to regain.5
Polarisation appears to be increasing across the political board including the UK (Goodwin, Hix, & Pickup, 2018), the USA (Dimock, Doherty, Kiley, & Oates, 2014; Mann & Ornstein, 2012), Europe (Groskopf, 2016), and Latin America (Moraes, 2015). In particular, the 2016 Brexit referendum and the 2016 presidential race in the USA reflect divided and polarised societies (Lauka, McCoy, & Firat, 2018; McCoy, Rahman, & Somer, 2018). A pattern of increasing polarisation and partisanship coupled with decreasing trust in institutions and elected officials may result in increased in-group loyalty, which is a serious challenge to democracies relying on open deliberation and argumentation.
Candidates can use negative campaigns constructively or destructively. When they truthfully illuminate hypocrisy, corruption, or inconsistencies, they serve an important purpose of public discourse and political debate. However, when they are used to wilfully disseminate misinformation, deceive the public, or pollute the information system with noise, they are destructive and lessen the quality of public political discourse. This can be done to denigrate a particular candidate, but it can also be used more broadly to question institutions or to promote and encourage ideological differences and generate polarisation and division. Negative campaigns not only stem from candidates, but can be initiated by anyone with access to social media including private citizens, interest groups (who may portray themselves as grassroots movements), or foreign powers. For example, if you want to divide a population, you can design attack ads to spread misinformation to the population as a whole or as individuals through micro-targeting deemed most likely to respond in a preferred manner. However, misinformation is not a uniform concept. The following section considers a few key differences between honest mistakes, lies, deception, and bullshit.
9.3 On Mistakes, Bullshit, and Fake News
A person might disseminate information with the intention of providing an argument or a case as truthful or probable as possible. This book conveys the tools, functions, and underlying intentions of psychologically motivated, data-driven micro-targeted campaigns. However, there will undoubtedly be mistakes, either due to misinterpretation, due to a failure to read a particular paper that would have sharpened or altered an argument or method, or due to poor evidence that I failed to recognise as such. It is human, all too human to make mistakes. If these are not caught in time, people unwittingly disseminate poor or even false information. When you convey something you believe to be the case but which actually is not the case, it is mistaken misinformation.
In direct opposition to the well-intentioned mistake, the liar wittingly provides bad or incorrect information. Importantly, the liar is deeply concerned with the truth of his sentence. He knows it to be false (or at least highly improbable), and actively portrays the opposite. For this reason, the liar and the truth-teller share a common desire to know: one to convey what they know, the other to hide or invert it. When you convey something, you believe is the case as not being the case, it is lying. A liar can be simple (saying something is true when it is false). If this is the case, the recipient merely has to invert the statement to get an idea of the true state of the world. A slightly more sophisticated liar may double- or triple-bluff. If the recipient cannot determine what the strategy of the liar is, they should simply disregard his statement and neither increase nor decrease her belief in the hypothesis given his report.
Deception has a different relationship with the truth. This is the act of telling something true in a way that is deliberately pointing to the wrong interpretation. For example, imagine a pub called The Library. If a PhD student told her supervisor that she was going to be at the library all day, her supervisor might reasonably infer that she means to spend the day at the university Library, studying hard. The student has not technically lied to the supervisor, as she was going to a place called ‘The Library’. She has, however, deceived her supervisor. Deception is a disregard for conversational norms (see e.g. Carston, 2002; Grice, 1989; Sperber & Wilson, 1995). Crucially, deception provides plausible deniability if caught (technically, the PhD student could claim she had told the supervisor where she would be).
Finally, according to Frankfurt (2005), bullshit is entirely unconcerned with the truth or probability of the statement (p. 30). Rather, the purveyor of bullshit is concerned with how the audience perceived him as a person and will do or say anything to make a favourable impression. Frankfurt argues that, “[the bullshiter’s] fault is not that she fails to get things right, but that she is not even trying” (p. 32) and that “…the essence of bullshit is not that it is false, but that it is phony” (p. 47, his italics). Frankfurt is concerned with whether or not the speaker has a relationship with the truthfulness of the statement and concludes that the purpose of bullshit is not the transmission of beliefs. It is true: the content of bullshit statements is empty, as it is not concerned with veracity one way or another. In this way, they only increase the noise, which makes it harder to find and use actual signals in the data (see Silver, 2012). However, I disagree with the assessment that bullshit does not convey beliefs. If bullshit is concerned with how the audience perceives the speaker as a person, it conveys essential beliefs if credibility is an integral element of political persuasion. Here, bullshit is meant to portray the speaker in a particular light. The purpose is to convey beliefs about the person to build a persona—or how the public perceives the speaker (or opposing speakers).
These relationships between subjective beliefs and whether or not the speaker conveys these beliefs honestly is a valuable framework. However, given modern, bottom-up information systems where anyone can share anything, they might not be sufficient in covering the way in which systems can be used and abused. For example, it may be in the interest of some to spread discord or polarise a society. According to reports, Russian Twitter bots reportedly referenced competing hashtags during an event in the USA that sparked a cultural divide and became a polarising topic: The kneeling of Colin Kaepernick (Crawford, 2017).
In August 2016, the NFL player Colin Kaepernick knelt during the National Anthem before a pre-season game. Referencing the Black Lives Matter movement, Kaepernick later explainedI am not going to stand up to show pride in a flag for a country that oppress black people and people of colour. To me, this is bigger than football and it would be selfish on my part to look the other way. There are bodies in the street and people getting paid leave and getting away with murder.

Despite the fact that the intention called attention to discrimination of and violence against African-Americans in the USA, the protest was interpreted differently by pundits, with some believing the kneeling as a protest against the military, some thought it was against America, and so on. Quickly, Kaepernick became a public figure and a poll labelled him the most unpopular player in the NFL (incidentally, the poll showed an emergent division along ethnicity. In 2014, 7% said they disliked Kaepernick ‘a lot’ whereas in the 2016 poll, this number jumped to 37%. Compared with this, 16% of African-Americans said they liked Kaepernick ‘a lot’ in 2014 while 42% gave the same response in 2016, see Rovell, 2016).
As the protest took a life of its own and became a polarising topic in the USA, Twitter handles began to express opinions. By and large, the #TakeAKnee supported the protests and the #boycottNFL was against it. If anyone wanted to flame the divide, creating Twitter campaigns for both sides to latch onto is a good way to do so. Whether or not the Twitter handles were abused with polarising aims, in this case, is accidental and case-specific. On a broader perspective, the Kaepernick case points to an integral component of the modern campaign management tools that we have yet to touch upon: social networks of adaptive agents.
Psychologically motivated, data-driven micro-targeted campaigns can be used to identify citizens most likely to be vulnerable to dissemination of misinformation. Candidates can use this in an adversarial manner to best target political opponents or opposing institutions constructively or destructively, but it can also be used in an antagonistic manner where people aim to undermine trust in general or deliver made-up evidence. In this light, fake news can be described as the wilful creation and dissemination of misinformation. This may include lies (e.g. polluting priors, conditional dependencies, or perceived credibility), bullshit (spreading noise and decreasing the probability of finding an actual signal), or deception (using implications that allow for plausible deniability in the future).
9.4 The Persistence of Misinformation
Whether it is bullshit, outright lies, or deception, any type of misinformation can be damaging and have lasting effects on a democracy—both during an election, but also generally. Aside from providing citizens a distorted version of reality, misinformation impacts the inferences people can make about events and other people. The fact that people have beliefs that run contrary to best available evidence is not new. Modern examples include people who believe vaccines cause autism, who believe climate change is not happening (or that humans have no impact on earth’s climate), and who believe the earth is flat.
Bad information, whether spread deliberatively or mistakenly, can have serious and widespread repercussions for society. While people are entitled to personal beliefs, it can be socially harmful if a large group of people have incorrect beliefs. If one person believes vaccines cause autism, it is largely harmless (except, possibly, to that person). However, if enough people neglect to vaccinate their children, illnesses may return and herd immunity may disappear (e.g. scepticism towards vaccination has led to outbreaks of measles in Europe and in the USA).
Political attack ads or misinformation campaigns can quickly spread (if the chains of communications are complex like social media, this can happen exponentially fast—this is discussed in Chaps. 10 and 11). While it may appear simple to dispel misinformation by simply correcting wrong impressions, studies show that misinformation can persist, even in situations where the recipient acknowledges the corrections. Indeed, studies show that belief in erroneous information can persist even after it has been unambiguously corrected (Lewandowsky, Ecker, Seifert, Schwarz, & Cook, 2012). Further, the so-called backfire effect (Cook & Lewandowsky, 2016; Jern, Chang, & Kemp, 2009; Wood & Porter, 2018, see also Bail et al., 2018) shows that corrections sometimes lead to greater belief in the erroneous belief compared to people who do not see the correction.
Due to the harmful effects of misinformation and ineffectiveness of attempts to correct it, mistaken beliefs have become a great concern for contemporary society (Gordon, Brooks, Quadflieg, Ecker, & Lewandowsky, 2017; Lewandowsky et al., 2012), and has recently become a weighty issue for governments, media organisations, and citizens (see Lewandowsky, Ecker, & Cook, 2017). In order to limit the impact of wilful dissemination of misinformation or malicious use of negative and untrue political attack ads, it is paramount to understand how misinformation spreads and why people maintain anti-scientific beliefs.
The Continued Influence Effect (CIE) of misinformation refers to the consistent finding that information initially presented as true continues to influence beliefs and reasoning despite clear and credible corrections (Ecker, Hogan, & Lewandowsky, 2017; Ecker, Lewandowsky, & Apai, 2011; Ecker, Lewandowsky, Swire, & Chang, 2011; Johnson & Seifert, 1994; Rich & Zaragoza, 2016). Continued influence studies examine corrections to misinformation using variants of a laboratory paradigm first developed by Wilkes and Leatherbarrow (1988; but also see Johnson & Seifert, 1994).
A typical CIE task involves a series of sequentially presented statements describing an unfolding event, similar to a breaking news report. Misinformation that allows inferences to be drawn about the outcome of the event is presented early in the sequence, but retracted later. Participants’ event comprehension is assessed, typically to show that misinformation continues to influence people’s inferential reasoning even though they clearly understand and remember that the information was corrected (Johnson & Seifert, 1994). The effect persists even when given prior warnings about the persistence of misinformation (Ecker, Lewandowsky, & Tang, 2010). The fact that retractions are often ineffective at ‘removing’ misinformation from people’s understanding of events emphasises the need to identify and model factors that contribute to the Continued Influence Effect.
There are two leading cognitive explanations for CIE (Gordon et al., 2017; Lewandowsky et al., 2012): First, the selective retrieval account argues that CIE occurs when correct and incorrect information are stored in memory simultaneously, and misinformation is activated but inadequately blocked (Ecker et al., 2011). Second, the model updating account argues that people continually construct a mental event model as new information becomes available. Correcting information without providing a credible alternative (e.g. a competing causal explanation) leaves people with a gap in their mental model. On this view, people prefer a coherent but incorrect model to a correct but incomplete one and thus maintain the invalidated information (Ecker et al., 2010; Johnson & Seifert, 1994).6
Regardless of how misinformation persists, we know that it does. Seemingly, it is insufficient to simply put corrective information into social media platforms and wish for a self-correcting event where misinformation is expelled like a bad guest. The persistence may be due to specific cognitive mechanisms (such as the retrieval account), distrust in the correcting sources (as discussed in Chap. 4), perceived source dependencies, biased information integration, or any other explanation. The fact remains that misinformation is difficult to dispel, even when corrected or when the negative campaign has been officially withdrawn. Persistence makes negative campaigning all the more potent, as accusations may linger and cast shadows over candidates, issues, or political ideologies.
9.5 Chapter Summary
Negative campaigns have always been and probably will always be part of political discourse in deliberative democracies. Despite the fact that citizens reportedly dislike negative campaigns, studies indicate that they do affect people in the persuasion phase by changing the beliefs of the electorate and increasing the perceived importance of an election for partisan voters. Nonetheless, such campaigns may or may not directly influence whether people turn out to vote.
Attack ads can be used to challenge or mischaracterise the beliefs or values of an opponent, illuminate an opponent’s inconsistencies or hypocrisy, or challenge or defame the opponent’s credibility or very person. Specifically, they can be used to target prior beliefs for hypotheses, change people’s conditional dependencies for causal links between evidence and a hypothesis, or challenge the credibility of candidate. If a campaign successfully persuades the public that a candidate is incompetent (low expertise), is self-serving and mendacious (low trustworthiness), or that disastrous events are more likely if the person gets into office (changing probabilities), negative campaigns can be tremendously effective.
The ads can be truthful and constructive to public discourse (e.g. if a person has avoided taxation illegally, it is useful knowledge when considering that person for elected office), or deceptive and made up and destructive to public discourse (as it pollutes the information environment). In a bottom-up information environment, everyone can generate negative ads including people who want to pollute the information environment by decreasing trust and increasing polarisation amongst a population (we shall discuss this in more detail in Chap. 10).
People update a variety of beliefs such as links between reported evidence and the conclusion, the credibility of the speaker, perceived links between sources, and so forth. Their beliefs may guide how they use and integrate new information, the channels they use to seek out new information, and who they do consider to be unreliable sources of information. Further, citizens have agency. Rather than being passive recipients of campaign literature, they can seek out alternative information from competing sources, talk to friends, and discuss with people on social media. This makes information systems incredibly dynamic and difficult (if not impossible) to predict with traditional micro-targeted campaign models that build representations of each voter in isolation from her social network. Chapters 10 and 11 discuss how to model systems when they go from being complicated to being complex.
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Footnotes
1Napoleon reportedly was around 5′7″, which is taller than the average Frenchman at the time—and taller than his British opponent, Lord Nelson who reportedly was roughly 5′4″.

 

2While the examples are of attacks on Jackson, it should be noted that he gave as good as he got. Also, his initiation of the Trail of Tears and cleansing of Native Americans suggest suspicions of lack of compassion may have been justified.

 

3Other famous attack ads include the Willie Horton ad (1988), the Dukakis tank ride (1988), and the 3 am phone call against Barack Obama (2008).

 

4In the USA, trust in government is worryingly low. For example, in a Gallup poll on September 2018, only 19% approve of congress while 79% disapprove.

 

5In Chaps. 10 and 11 we shall explore the dynamic function of information systems and how these can be used strategically (both constructively and destructively).

 

6For a competing, Bayesian interpretation, see Madsen et al. (2019).
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Micro-targeted campaigns
              
             can be very sophisticated. Given accurate models of the electorate and good data, campaigners can build models of individual or specific subsets of voters in terms of their beliefs and values, their political priorities, their possible impact on the upcoming election, and their individual differences elicited as differences in beliefs (e.g. priors) or differences in psychometric measures such as OCEAN or need for closure. Model refinement and data availability enables campaigns to construct increasingly specific subsets that in turn allow for optimisation of message development so that these are tailored to the beliefs, values, and individual traits of that subset.1
Companies such as Cambridge Analytica typically use data in this way to segment the population into increasingly fine-grained categories. The underlying intention of this is to optimise campaign strategy and available campaign funds. For example, if a Republican spends time and money trying to persuade a diehard socialist, they may find their efforts entirely wasted, as campaign resources have been used in a futile persuasion attempt. Even worse, if a Republican campaign spends resources trying to persuade a diehard socialist in Austin, Texas, the effort is doubly futile: the person is very unlikely to change their core beliefs and views, and the Texan battleground has most likely already been won. In this case, the persuasion effort is likely to fail and the possible election impact is non-existent.2
Implemented in this way, data can be used to identify the most relevant targets in the most valuable districts and areas. In addition, fine-grained segmentation can identify the main political worries of the target (e.g. is the person concerned about national safety over environmental issues or vice versa?). This allows the campaign manager to send the most relevant content to that individual. Finally, if it is possible to further glean relevant psychometrics such as personality, degree of loss aversion, or some other trait that happens to be of direct relevance, it is possible to sharpen the political messaging by making it speak to the individual psychology of that voter.
Overall, micro-targeting can potentially identify the most relevant targets, figure out what those targets care most about, and optimise the persuasive strategy to hit the pressure points of that target in the most efficient way. If done well, this should give campaigns that employ micro-targeted strategies a considerable advantage compared with campaigns that send generic material stochastically to anyone out there (e.g. a banner on a bus or a generic leaflet to every household).
We have discussed possible methodological limitations of data-driven micro-targeted strategies in Chaps. 7 and 8 including poor models, bad data, unintentional P-hacking, and many other facets that can dilute or even reverse the effectiveness of these kinds of campaigns. While these concerns are important in terms of executing and building micro-targeted campaigns, there is a greater limitation to how these campaigns are typically conducted: the agency and social structure of the voters. The voter’s agency refers to their potential to act and adapt. For example, if I see an information campaign that I believe is factually incorrect, I can share my thoughts or analyses of this with friends, colleagues, and on social media. In other words, citizens are active parts of the political discourse, not merely passive vessels that accept or reject information. The social structure refers to the fact that we exist in social networks. Given agency, I can share information about changes to bin collections or local recycling facilities with neighbours, who may, in turn, share it with people they know in the neighbourhood.
The micro-targeted campaigns discussed so far aimed to segment the electorate into increasingly sophisticated categories in order to find out what to say to that person, how to say it, and how best to get supporters to turn out on Election Day. However, human beings are inherently social creatures. We share our lives with friends, family, neighbours, and co-workers, we discuss politics and the news over dinner and in pubs, and we may choose to mimic the behaviours or beliefs of people we admire. That is to say, we look to our fellow citizens and engage with each other every single day. This can be offline (at a five-a-side Sunday kick-about) or online (engaging with people via Twitter). The methods that we have considered so far mainly model the voter individually and in isolation from other voters. Specifically, the use of data to segment the electorate into distinct categories fundamentally relies on the fact that these are separate and isolated. Due to the nature of segmentation analyses, this separation of categories is an absolute necessity (these are labelled ‘analytic’ models later in this chapter).
This is problematic, as, while political campaigns may send us literature or try to persuade us, we mainly get our information about the world from our social network and from sources that are not the campaign. We get news and see opinions through social media outlets such as Facebook, Twitter, and Instagram where our peers or connections can share any information at any time. As such, models of voters as isolated entities inherently fail to describe how information can flow through a social network. This is a considerable problem for anyone trying to control and optimise how information is managed and optimally disseminated, as it ignores the agency of the citizens as well as ignoring the fundamental fact that we are social beings.
That is, segmenting people into categories inherently sees campaigns as the active component and the electorate as a passive entity that receives persuasion and influence attempts. However, voters are active people with agency and capacity to seek out information elsewhere and, importantly, to share the material they receive. If the campaign has sent a particularly divisive advert to a subset of the population under the assumption that it will resonate with them and them only, it is potentially damaging if someone from that subset shares the material online, as this would dilute or possibly negate the effects of micro-targeting. As such, models that see voters as passive recipients fail to acknowledge the active and adaptive traits that are fundamentally human.
Finally, social networks represent a strategic possibility. If the campaign can estimate how a piece of information can travel along social lines, campaigners who disseminate material can benefit from how people are connected. Consider a voter, Bob, who happens to dislike or distrust a political candidate, Jane. If Jane’s campaign used data to analyse Bob, micro-targeted segmentation may correctly classify Bob as hostile towards Jane. As a direct result, Jane’s campaign labels Bob as irrelevant and chooses to forgo persuasive efforts to change his mind concerning an upcoming election, as the persuasive attempts presumably would be ineffective if they came from Jane whom Bob distrusts. However, Bob also happens to be friends with his co-worker Linda. Bob trusts and values Linda’s opinions highly and will take arguments seriously if she produces them. If Jane’s campaign knew the social connection between Bob and Linda, her campaign could send material designed to persuade Bob through Linda (e.g. sending her material that Jane hopes Linda will bring up in conversation with Bob at some point). Modelling voters as active and as part of a social network enables entirely different strategies to be developed and used.
Highly individualised models miss the social and the adaptive components of describing and predicting voters. Classic models that segment people are in the business of pouring voters into conceptual buckets to generate more persuasive messages for that subset of the electorate. But the voters in those buckets are seen as passive agents. By tapping into adaptive potential and the social network of a particular person, micro-targeted campaigns could increase their efficacy greatly. For example, famous people can have a significant impact on the beliefs and behaviours or people who admire them. The reason companies employ footballers, singers, or other famous people to drink, drive, or buy their products is due to the fact that people like to emulate their idols. Adverts make frequent use of the fact that some individuals have extraordinary social impact.
To be maximally effective, political campaigns may wish to consider using social network analyses, explore how information can spread through complex, bottom-up networks like Twitter and Facebook, and identify the relevant social influencers for any given message. However, once a campaign integrates social networks into their models, they have to allow for interaction between voters in their models. As traditional segmentation necessarily separates models of voters from each other, it is not computationally possible to also allow the separated categories to talk to each other.
In order to circumvent this methodological problem, campaign modellers need complementary but entirely different types of models that computationally allow for interactions, adaptation, voter heterogeneity, and the passage of time. While reports of micro-targeted campaigns suggest they traditionally segment citizens individually, it is inconceivable that campaigns do not address the fact that information structures have fundamentally changed and that the social network and bottom-up nature of information sharing can be used (and abused) strategically. Even if the campaigns do not currently employ these kinds of models, they surely will be the future of campaign modelling.
Given the potential benefit of appreciating voters’ social lives, these so-called ‘dynamic models’ will become commonplace in future micro-target campaigns. To understand the usefulness of dynamic models, we have to first explore the difference between two seemingly synonymous words: complicated and complex systems. The difference between these will unlock the fundamental shift in modelling techniques and the use of data going into the future of campaigning. After discussing bottom-up information systems and voter agency, I then present agent-based modelling as a dynamic model and technique, which can grasp voter beliefs and behaviour as an active agent in a complex social environment.
10.1 Complicated and Complex Systems
Despite being virtually synonymous with each other in common parlance, there is a qualitative difference between complicated and complex systems.
A complicated system can involve any number of variables, but the system is linear in nature and can be modelled and described analytically. A good example of this is landing an aeroplane, which is highly complicated. Landing an aeroplane involves several moving parts including gravity, velocity of the vehicle, the weight of the plane, the positioning of the wing flaps, and a multitude of factors. Indeed, to safely land an aeroplane requires experts with a profound understanding of the system to calculate the system with utmost precision. Despite the inherent difficulty in making these calculations, fundamentally, it is possible to predict the precise effect when changing key parameters such as the wing flaps and velocity. This allows pilots to land aeroplanes with predictive precision.
In contrast, a complex system has multiple actors who interact directly or indirectly with each other. These interactions can cause feedback loops that make the system spiral into an entirely different state of being. As an example of this, consider a demonstration that may or may not turn riotous. Like landing an aeroplane, a demonstration has many moving parts. It consists of different types of people such as demonstrators, policemen, and journalists and it has a range of factors such as the density of the demonstration, the layout of the city, and the warmth of the weather. This may look similar to the complicated system, but there is a crucial difference: the possibility for feedback loops given interaction.
Imagine a situation where a policeman takes a step forward towards some of the demonstrators. One of these demonstrators may get slightly nervous and take a step back into the crowd where he steps on another demonstrator who prior to the demonstration was anxious and nervous. This person reacts instinctively and pushes the first demonstrator away, which causes a ripple in the front line. One of the policemen is young and inexperienced and sees the commotion as possible violent conduct. In response, he draws his truncheon. Several demonstrators see this and read that as a sign of possible violent conduct, so they begin to shout at the policeman who panics and moves towards the yelling protesters. At this point, tension is getting high and only a small spark could potentially ignite the situation and turn the demonstration into brouhaha. Given the small-scale interactions between the various parts, a small incident can spiral out of control. Importantly, the shift is not reducible to a single actor, but is found in the way interactions cause feedback loops such as group panic.
Even small changes to parameters can cause feedback loops, which in turn may influence the qualitative state of the system. Crucially, though, the change might not cause the same feedback loop if replicated. Given randomness and coincidences, which are part of real life, the interactivity of feedback loops means that a system with the same components and the same parameters can turn riotous in one instance and not in another. Due to laws of physics, aeroplanes respond identically if the variables change in the same way. If you drop a hammer and a feather on the moon in identical ways a thousand times, they will do the same thing every time. This is not the case with complex systems.
In addition to interactivity, complex systems may consist of a heterogeneous population (in the demonstration example, some demonstrators will be more radical than others, some policemen and demonstrators will be more anxious than others, and some may even arrive at the demonstration with different goals such as sparking a riot, while others may arrive with the intention of peaceful protest). Further, as discussed in Sect. 10.4, complex systems play out over time and can even simulate geographical location of the various citizens.
Given feedback loops, heterogeneity and non-linear patterns, it is not possible to simply scale analytical cognitive models by multiplying the individual to the number of the entire social system (Johnson, 2007, see also Sun, 2006; Gustafsson & Sternad, 2010). As people can interact, change their behaviour given the actions of others, and share information with each other, models of isolated individuals cannot predict how the system will adapt to changes such as the introduction of campaign strategies. This is a significant methodological limitation to analytic models, as information dissemination increasingly occurs between citizens via social media rather than just top-down from news media or politicians to citizens. This poses a methodological challenge for data-driven campaigns that wish to go beyond models of individuals in isolation to computational models of individual embedded in social networks. To meet this challenge, complex systems require entirely different model solutions. Specifically, they require dynamic models such as agent-based models (see Sect. 10.4) to optimise dissemination of information to voters.
10.2 Information Systems: From Top-down to Bottom-up
The means of disseminating information has changed radically over the course of the history of democracy. In ancient times, speakers would gather at communal places such as the agora or the forum to give speeches and to persuade the (very) local electorate to back the preferred cause. These were bottom-up democracies where candidates could address voters directly. With the advent of books and in particular the invention of the printing press around 1439, communication changed drastically. The latter gave rise to pamphleteering, which became an increasingly common tool in political discourse in Britain, where the so-called pamphlet wars were waged (most notably during the English Civil War, 1642–1651, where roundheads and cavaliers engaged in fierce pamphleteering). This pushed information dissemination and political communication towards a top-down model, as only wealthier citizens could print and distribute material.
Though printed pamphlets could be read aloud in coffee houses, gin bars, and pubs, national newspapers introduced another step towards top-down mass communication. Early publications such as La Gazette (France, 1631), La Gazeta (Spain, 1661), and the Oxford Gazette (now: London Gazette, 1665) are examples of these. With editorial staff that could choose which news to cover and how to tell the story, information dissemination became increasingly top-down, as ordinary citizens would receive news of the world through the same channels. In the twentieth century, radio and later television provided an increasingly large platform for disseminating information and campaign material (e.g. through televised adverts). The media landscape of the 1990s and early 2000s represented peak top-down mass media, as most citizens had access to a television or a radio where the content of the shows was controlled editorially.
The introduction of smartphones, social media, and the blogosphere changed the information landscape qualitatively, as the content provided was no longer the result of an editorial process, but rather a result of what any individual decided to post online. Additionally, citizens can share posts from other users (in Chap. 11, we shall explore how information can travel through complex social networks). Structurally, this changes mass media from a traditional top-down system to also include a bottom-up component. Importantly, this gives agency to individual citizens (who may have many or few followers). Additionally, aside from changing who can speak and to whom they can speak, the structural transformation changes the editorial screen and other aspects such as fact-checking.3
Certainly, traditional media outlets such as FOX news, MSNBC, and the BBC remain important news sources with citizens reading or watching the news through these channels. However, the bottom-up nature of social media means that we can no longer adequately use analytic models to describe how information is shared and how it flows through the social system. If we do so, we have very much remained in a mass-media world, but it has ceased to be a predominantly top-down mass-media world and has instead become a hybrid of classic top-down media (such as the BBC) and modern bottom-up media (such as Twitter).
Barack Obama was incredibly successful in using social media to disseminate campaign material, to fund-raise, and to engage the electorate. However, his use of Facebook and Twitter exemplifies the strategic use of social media channels in a top-down way, as he shared information via these platforms. Going beyond the use of the platforms to campaign, modellers can actively represent and subsequently use how information can flow through a social network (see e.g. Duggins, 2016; Madsen et al., 2018; Ngampruetikorn & Stephens, 2015).
The bottom-up and social component of information sharing is crucial to how beliefs are formed, updated, and maintained. As citizens can seek out information via social media in addition to traditional media, it becomes crucial to model how citizens look for or are exposed to information—as well as what they do with this information in terms of further dissemination and commenting. In other words, it is no longer sufficient to model how particular voters would react to acts of persuasion or influence (as is traditionally done in data-driven micro-targeted campaigns).
Given the agency bestowed onto citizens through the medium of social channels, campaigns also have to model how people engage with each other, their social network, and how they adapt to changes in the social information environment over time. This moves campaign modelling from complicated models of subsets of the electorate to complex models of subsets of the electorate who can interact with each other and generate information cascades and feedback loops.
10.3 Voter Agency and Adaptation Over Time
Micro-targeted campaigns build models of voters to optimise their acts of persuasion and influence. This includes segmenting the electorate into increasingly specialised subsets to identify the most relevant voters and find means of persuasion most effective for that part of the electorate. To do so, campaigns use cognitive models that describe and predict how people revise their beliefs and make decisions (e.g. the Bayesian models of evidence integration, source credibility, and perceived structural dependency), which can inform how information is processed. Moreover, individual differences that influence these processes can be measured such as psychometrics (e.g. personality traits and moral foundation) to further qualify how best to approach that subset of the electorate.
If the campaign wishes to capture the way information can flow through a social system (e.g. to avoid that some persuasive attempt spirals out of control and becomes a liability), they need to model the interactions between voters, the agency of the population, and how the voters might adapt to changes in the environment. This moves modelling challenges from traditional to dynamic segmentation management.
Alongside capturing cognitive components and individual differences, then, campaigns must capture social components (direct and indirect links) and features of the system (describing the information structure, which may differ from country to country and election to election). The way in which the voters engage directly or indirectly with other voters influences beliefs and behaviour. Direct engagement with people through social networks allows people to share information or opinions, which may cause the recipient to revise her beliefs in accordance with the Bayesian models described in Chaps. 3 and 4 (as she may find the evidence more or less compelling and the source on the social media more or less credible). Similarly, activities on social media may influence behaviour (e.g. on voting day). If a citizen tweets that she is going to vote in the upcoming election, members of her social network may wish to emulate this. In turn, this can provide social pressure on people to vote and act as a GOTV campaign conducted by a concerned citizen.
While depictions of a particular voter at a particular point in time are very illustrative and strategically useful, elections unfold over a long period of time. In the UK, elections are conducted over six weeks, but in the USA presidential campaigns can easily run for more than a year. Given multiple interactions with competing campaigns, with other news, and with members of their social network, voters will change their minds concerning issues and—more likely—the credibility of candidates over time, as they get more information about various policies, learn more about the individual politicians who are trying to win the elections, and see political gaffes in debates or in statements.
For example, Governor Rick Perry became infamous during a debate where he could only recall two or the three government agencies he would do away with if he became president. After an uncomfortable period of grasping for the third agency, Governor Perry merely said ‘oops’. As the debate moved on, Perry’s image and credibility as a serious candidate was obliterated along with any hopes of becoming the next president of the United States of America. Not only can gaffes such as this change the perception of a candidate in and of themselves, citizens (and adversarial campaigns) may attempt to generate memes to further ridicule the candidate on social media.
Further, if events during the campaign cause significant changes to how voters do relevant things, it is imperative to capture this adaptive trait in campaign strategy models. For example, events may cause voters to shift their preferred source of news—or a particular campaign message might generate specific search terms online. Voters are often thought of as passive campaign recipients. In traditional micro-targeted strategies, voters are analysed (in a de-contextualised and non-social manner), messages are optimised to fit that particular voter, and the message is then sent at what is deemed to be an optimal time. However, voters are not static recipients, but are active citizens who are capable of seeking out information and react or respond to campaign messages.
In autocratic or dictatorial regimes, bottom-up activities may be constrained militarily or through control of information channels (e.g. censoring information online or jailing dissidents). When a system gives agency to its citizens, it changes structurally and becomes a bottom-up system, which cannot be approximated by top-down models that assume passive citizens who merely take information in, but do not respond to it. Campaigns may underestimate the agency of voters to their detriment. Failing to do so may lead to unintended backlash, sparked by citizen reactions. The Women’s marches, supporting women’s rights in the wake of the #MeToo movement and the election of Donald Trump, and advocating for more women in politics changed the possible narratives that could be told and galvanised a different political battleground. This reaction was bottom-up rather than top-down.
To be able to model the adaptive traits of voter and to capture the way in which information can flow in a bottom-up system, data-driven micro-targeted campaigns need dynamic (numeric) rather than static (analytic) models. In numerical models, voters (called ‘agents’) are computational mechanisms for belief revision and decision-making as well as functions for how to interact directly and indirectly with other agents in the environment. The agents are all simulated within the model so that they can contact each other, update their beliefs, and eventually behave in one way or another (in campaign models, the main behavioural component would be voting). Finally, rather than using linear projections to predict how the model will develop at a particular point in time, numerical models simulate the timing of each step and observe how the system develops as a product of individual cognitive functions and interactive social rules. Given this, feedback loops can emerge, change the system (at which point the system can adapt to this change), and carry on with the stepwise simulation given these changes. By observing individual agents in contact with each other over time, numerical models can simulate complex systems such as the emergence of wealth inequality (Epstein & Axtell, 1997), riots (Epstein, 2013), and the flow of information (Madsen et al., 2018). There are different numerical models available—the next section presents a technique called agent-based modelling.
10.4 Agent-based Modelling
Agent-based models (ABMs) provide
                
               tools for campaigners to model social networks, cognitive rules, and a heterogeneous population. ABMs are computer-simulated multi-agent systems that describe the behaviour of and interactions between individual agents operating in defined environments (Bandini, Manzoni, & Vizzari, 2009; Gilbert, 2008; Miller & Page, 2007). They run simulations stepwise so that each step in the model represents the passing of time (these steps can represent hours, days, or any time scale necessary). They are interactive systems (Bonabeau, 2002) with self-organising capacities (Niazi & Hussain, 2009).4 The latter refers to the fact that the agents can adapt to environment changes and find ways to self-organise given their cognitive and social rules. They can be used to test the impact of interventions on a population with any expressible cognitive or social functions (Madsen et al., 2019). This makes it an ideal method for testing how efforts may impact complex and dynamic social systems such elections.
ABMs have been used in a variety of fields including economics (Grazzini & Richiardi, 2015), social sciences (Epstein & Axtell, 1997; Schelling, 2006, see Heath, Hill, & Ciarallo, 2009 for a survey), ecology (McClane, Semeniuk, McDermid, & Marceau, 2011), information systems (Madsen et al., 2018), public health behaviour (Orr & Plaut, 2014; Orr, Thrush, & Plaut, 2016), emergent climate change scepticism (Lewandowsky, Pilditch, Madsen, Oreskes, & Risbey, 2019), and in managing complex systems (Bailey et al., 2018). Of particular interest to the current book, ABMs have been used to describe the effect of simplified micro-targeted campaigns (Madsen et al., 2018). Broadly, ABMs are made up of three elements: agents
                
              , environment
                
              , and interactions
                
              .
Agents
                
               are the individual actors in the system. In an election campaign, agents can be voters and others who can influence the election such as journalists, pundits, and competing campaigns. Each agent is endowed with cognitive computational models that describe the mechanisms for how the agent is engaging with the environment. In modelling an election, the voter will have functions for belief revision (e.g. Bayesian models) and functions for decision-making (e.g. what makes the agent vote or not). In a way, these functions represent the ‘brain’ of the agent and can be any model that is computationally expressible. There is no limit to the amount of agent categories that are included in the model (voters, pundits, etc.), and parameters can be heterogeneous within a class of agents. For micro-targeted campaigns, this is crucial, as the segmentation of voters can be represented in the agent categories. If a subset of voters shares a belief, the modeller can simply represent a number of voters with that specific belief structure. In this way, the ‘agent’ category implements the insights from traditional, analytic micro-targeted campaigns (using data and techniques described in Chaps. 7 and 8).
The environment
                
               is the defined world in which the agents (inter)act. This can include any environmental features that are useful for planning and running election campaigns. For example, some voters live in cities while others in the countryside. The model can represent this distribution of voters who are, in turn, described in the agent class. If the campaign knows that rural voters share some properties at the agent level, this can be instantiated physically by placing those agents in the rural areas. The environmental features may be enabling or disabling (e.g. in a city, roads may enable agent movement while buildings may hinder it). Further, the features can be dynamic and may grow, wither, or move. Finally, the environmental features can describe systemic properties that are unconnected to the agent. For example, if search engines such as Google implement algorithms that present the voter with data Google believes the agent would like, her information search is no longer random. Rather, the information system itself has properties that constrain how the agent can act in that system. This gives the modellers the opportunity to represent any and all relevant environmental features.
Finally, the interactions
                
               represent connections between agents. In an election, this may be transmission of information between agents (e.g. from citizen to citizen) or observations of the actions of others that may influence the acts of a voter (e.g. a voter who sees ‘I vote’ signs in front of neighbouring houses may feel more urgency in registering to vote). As such, interactions can be direct or indirect. For example, indirectly, agents may prefer or dislike the presence of others, which influences spatial distributions (Schelling, 2006). Directly, agents may transmit information to other agents, causing belief diffusion (Duggins, 2016). Like the cognitive component, interactive components can be heterogeneous. For example, if agents are connected via social networks, some users will have more connections than others (e.g. famous people may have millions of followers while other have 10–20).5 The difference in social importance also means it is more impactful to persuade well-connected citizens like Beyoncé or Barack Obama than others.
Given a dynamic simulated environment, the agent module can implement and test any computationally expressible function over time and between agents. Given rules of interaction, agents become dynamic and adaptive. The combination of the cognitive rules (e.g. how voters revise their beliefs and how they seek out information) and the interactive rules (e.g. who they can get information from) can cause feedback loops to emerge over time. For example, if voters begin to distribute information about a particular candidate, the opinions of the candidate can quickly polarise if the voters deliberately seek out information that fit their pre-existing beliefs combined with belief revision processes that make them increasingly convinced that they are right when they see confirmatory beliefs (spurred on by the ‘like’ function of search engines). Such a feedback loop can generate extreme positions, which may cause them to ‘unfriend’ people in their social network they now deem to be extreme or insulting. These functions have been shown to generate echo chambers, even among Bayesian agents who have complete trust and are completely honest (Madsen et al., 2018).
This is an example of how feedback loops can cause a significant change in the information environment and how cognitive and interactive rules can cause the agents to adapt to changes in their information or social environment. Importantly, ABMs can generate behaviours that are not hard-wired. If the agents are accurately described in terms of cognitive and social functions, they will modify their behaviour dynamically rather than being forced to ‘relive’ behaviours determined during model construction, such as those informed by data. How agents adapt over time can be used to validate cognitive models, by assessing if individual and aggregate behaviours replicate known and observable patterns (e.g. Grimm et al., 2005).
Finally, as agents sequentially update their belief states and interactions in a stepwise manner, ABMs naturally implement for passage of time and are well-suited to problems that have a spatial dimension. Together, these elements provide campaign managers with methods for exploring and testing how voters may act, react, and adapt in a complex information system over the duration of an election.
10.5 The Use of Agent-Based Models
ABMs are useful when
                
               the relevant functions (such as belief revision, information search, and voting) are dependent on the presence or actions of others. For example, if darkness falls at 6.32 pm, most cyclists will turn on their lights between 6.15 and 6.45 pm. No matter how many bicycles are on the road at that time, this is the case. Consequently, their behaviour does not depend on each other. However, if the local council wants to improve traffic conditions for bicycles, the model needs to include all cyclists and vehicles that navigate the streets of London, as their behaviour is contingent on other people in traffic, on the road system, and other factors. Extrapolation from isolated individuals can capture personal and aggregate behaviours in complicated systems (e.g. developing a Gaussian distribution of when people switch on their lights). However, personal and aggregate behaviour cannot be extrapolated in complex systems due to interaction and feedback between agents. In Schelling’s (2006) term, the latter are contingent behaviours. Here, we discuss when ABMs are useful.
Multiple dependent agents
                
               Not all systems with multiple agents are complex. If system elements behave statistically, you can derive statistical laws for how they behave as a population. Gas laws are an example of this. These systems have many elements. While their behaviour depends on other gas molecules, there is no memory in the system, which means that it is possible to model their behaviour with known probabilities. Feedback does not arrive, which would preclude the use of statistical approximation. Therefore, gas molecules can be treated en masse without the need to resolve (or simulate) individual molecules.
Conversely, ABMs are useful if cognitive function is dependent on other agents and the possibility for feedback loops exists. Information transmission in social networks is a prime example of a system where cognitive rules for belief revision and information search combines with social interactions to create feedback loops. When the system exhibits these types of feedback opportunities, statistical predictions like the one mentioned above are insufficient to predict the individual as well as aggregate functions. This is due to the fact that individual actions are dependent on the presence or actions of others. Hence, statistical predictions cannot capture individual beliefs and behaviours. In addition, statistical predictions fail to predict the aggregate, as this is made up of individual actions. Further, if the feedback loops cause a radical shift in the system (e.g. the demonstration goes from peaceful to riotous), statistical predictions that fail to account for the feedback not only gets the quantitative prediction wrong but risks getting the fundamental qualitative prediction wrong. For situations where the beliefs or behaviours of people are dependent on the beliefs and behaviours of others (which most certainly includes elections), modellers require simulated solutions—to go from analytic to dynamic models. Analytical approaches can be attempted, but the simplification necessary allowing for analytical solutions is typically highly prohibitive, most likely resulting in over-simplified (and possibly entirely mistaken) population- and individual-level behaviours.
Heterogeneity Voters come in all shapes and sizes. As discussed throughout this book, they have different subjective beliefs, perceive the credibility of sources differently, and have different psychological dispositions. Indeed, the fact that people vary to some degree is the foundation for using micro-targeted campaigns to begin with, as different types of voters may respond uniquely to various persuasive or influence efforts. Further, people vary within and between groups in terms of individual capabilities, the way they engage with the environment, and the way they interact with other people. As such, voter heterogeneity is a core component of election campaigns.
For analytic micro-targeted approaches, heterogeneity is an invitation to segment the electorate into increasingly specific and sophisticated categories. Indeed, modellers may measure a host of parameters (beliefs, psychometrics, demographics, etc.) in order to generate these categories, which can then be used to test and develop optimal efforts to persuade or influence that subset of the electorate. Crucially, though, this assumes the categorisation is due to the observable differences within the electorate. That is, data can tell if a person has high or low confirmatory search proclivities, trusts a candidate more or less, and so forth. This uses differences that can be found at the time of measurement.
However, a campaign may want to explore how persuasion or influence efforts can yield differences down the line rather than rely on existing differences to develop and guide their efforts. For example, a campaign may wish to explore how to track the influence of negative campaign ads where levels of distrust in the attacked candidate may go up for the target audience, but may go down for other subsets of the electorate (if the negative ad backfires with that segment). In this case, heterogeneity within the electorate emerges through interactions and campaign efforts over a period of time.
Heterogeneity, then, can be used to parameterise models of voters to begin with (e.g. to segment the electorate) or it can emerge over time as a consequence of campaign efforts or interactions between citizens. When the model initiates with different parameters, the heterogeneity is exogenous. That is, enforced from outside. Comparatively, if the agents start with the same parameters, but diverge over time due to feedback or path dependency, the heterogeneity is endogenous. This allows for differences to be implemented or to emerge as a product of the model (Le Baron, 2006).
While analytic micro-targeted campaigns predominantly make use of exogenous heterogeneity, ABMs can simulate both: the model can be initialised with heterogeneous parameters to reflect a distribution of a trait in the population. For example, a model of an electorate may be interested in age. If the ABM simulates 10,000 agents who start the simulation with different ages (e.g. a mean of 40 and a standard deviation of 12.5), the initialisation yields exogenous heterogeneity. Comparatively, the 10,000 agents may start with the same belief, but may be targeted with different information campaigns, which cause their beliefs to differentiate over time. The eventual difference in beliefs would then be endogenous, as it was not implemented to begin with, but rather emerged as a product of interactions, belief revision, and information campaigns. For any voter in the model, parameters can be set in any computationally expressible way (e.g. a Gaussian distribution). Parameters can be set theoretically (e.g. a priori defined conditional probability tables) or empirically (e.g. using measures of perceived credibility for a specific candidate). While emergent (endogenous) heterogeneity within and between groups represents a challenge for analytic models, it is naturally integrated within ABMs.
Time and space Elections unfold and change over the duration of the period of campaigning. For campaign managers, time is sensitive in at least two ways: first, to make sure the timing of persuasion or influence attempt is optimal. Second, to have an idea of the speed at which information can travel through the social network (e.g. how long does a negative piece of information persist in the news cycle and when is the best time to formulate a response to change the narrative?). The passage of time also allows for the emergence of group dynamics such as collaboration, defection, or the emergence of new social groups or pressure organisations such as MeToo or Extinction Rebellion (this can even be the emergence of new cultural practices). ABMs are built to simulate the passage of time, as the model updates in a stepwise manner as the simulation progresses. That is, the agents in ABMs may act differently at TimeT if a change in the system (e.g. the release of a new persuasion campaign) happens at TimeT−1.
Additionally, the spatial distribution of voters is crucial to running effective political campaigns as some live in rural areas while others live in cities. While social media have connected politicians more easily to voters who live in remote regions, it remains critical to visit these regions, to conduct effective GOTV strategies in local neighbourhoods, and to engage with local communities (persuasively, it may be strategically important for a candidate to engage with voters in more remote areas to appear more approachable). As voters are distributed across states and nations, campaign managers have to understand the impact of when and how to engage with different spatial aspects of the campaign. To do so, modellers may design optimal routes for candidates to describe when and where they should appear during the campaign—not just to reach remote voters, but equally to understand how such engagements track across social media. In order to plan these persuasion and GOTV efforts, the campaign not only has to account for and understand the time aspect and social network positions, but they also have to appreciate the spatial dimension to successful campaigns. ABMs simulate the passage of time naturally and can implement spatial distribution.
Managing complex systems Overall, ABMs are useful when the computational cognitive model is concerned with multiple interacting agents, heterogeneity between or within agent groups, the passage of time, or spatial distribution. Election campaigns in bottom-up information environments where heterogeneous voters can engage with the campaign and with each other over time are prime examples of complex systems where ABMs are useful. In particular, they are useful to explore interventions and management of the system such as when to distribute campaign material and to whom should the material be distributed?
If the modeller has captured the complex system accurately (including the different kinds of more or less heterogeneous agents, their cognitive components and parameters, the types of interactions between the agents, and the information environment where they operate), they can use the model to develop ways to best manage the complex system. Aside from probing the system by testing the impact of different strategies, ABMs can be used to find optimal intervention packages that best manage the system and get a desired outcome (Bailey et al., 2018). This may include changing the beliefs of the electorate or increasing voter turnout. For example, if the campaign is considering three different persuasion strategies and five influence efforts, modellers can run each strategy through simulated campaigns and observe the outcome. In addition, like Bayesian models, ABMs can be used to identify the most sensitive parameters for a given system, which may in turn direct how the campaign collects data.
10.6 Chapter Summary
Micro-targeted campaigns work by segmenting the electorate into progressively specified categories concerning beliefs, psychological profile, and impact. Campaigns use data to segment the electorate to develop acts of persuasion and influence tailored to each specific group. If the models of belief revision and decision-making are accurate and the data used to segment the population and parameterise the models is diagnostic and good, micro-targeted campaigns offer a tool for message design, strategic decision-making, and a guide for data collection.
While analytic micro-targeting segmentation campaigns offer a great tool for campaign management, we recall Donne’s remark that “no man is an island” (Donne, 1994). Humans are social animals. We engage with friends, family, and co-workers on a daily basis, share information face-to-face and on social media, and we may emulate the beliefs and behaviours of people we admire. The way information can flow through these networks is a powerful persuasive opportunity. Additionally, as we saw in Chap. 5, voting is socially contagious. Thus, the two fundamental aspects of political campaigning, persuasion and influence, are both dynamic and social. As a consequence, they should be approached using dynamic rather than analytic models.
When systems are composed of multiple (potentially heterogeneous) agents whose beliefs and/or behaviours are dependent on the belief and actions of other agents in the system, the system becomes complex. The links between the agents can cause feedback loops where even small parameter changes can change the qualitative state of the entire system (e.g. a demonstration going from peaceful to riotous). When the system exhibits these types of feedback opportunities, statistical predictions are insufficient to predict the individual as well as aggregate functions.
The fact that a system itself has properties that influence how people can think and act has been observed for some time. In sociology, structuralism explores how systems can affect humans on a range of topics from recidivism to sexuality (see e.g. Aggarwal, 2013). Comparatively, the idea that the individual has agency and properties such that she can affect and change other people in the system as well as the system itself has been noted in cognitive and social psychology. Methodologically, one cannot extrapolate and scale from the individual to the social due to the feedback potential of the interactivity over time. However, one equally cannot deduce the makeup of the individual from observing the collective or the social due to the same feedback properties. That is, top-down and bottom-up analytical models are faced with the same methodological limitations.
To deal with this complexity, modellers require dynamic (numeric) models and methods. Agent-based modelling (ABMs) is one such method. Agents are endowed with cognitive computational models for the most salient functions needed to engage with the system (e.g. belief revision, information search criteria, and decision-making processes). Links represent the interactions between agents (direct or indirect), which can enable social networks and information transmission potential. In an election, the interaction between citizens is crucial in forming, updating, and maintaining beliefs and values. Consequently, if micro-targeted campaigns fail to realise the potential impact of the social interactions, they risk underestimating an absolutely key feature of information systems that are simultaneously top-down (e.g. the BBC, CNN, and the FOX) and bottom-up (e.g. Twitter, Facebook, and Snapchat). Finally, the environment simulates the synthetic environment in which the agents (inter)act. The environmental features can represent latent system properties (e.g. if the search engines use algorithms that find information they believe will fit your prior beliefs and interests) as well as geographically salient features (e.g. citizens who live in rural or urban areas).
Election campaigns are composed of many parts that interweave, mingle, and interact over time. Political campaigns contact individual voters or make speeches to large crowds, millions of potential voters watch political debates, and citizens share beliefs and values with each other on social media. This makes elections complex in nature. While models of individuals in isolation cannot capture the potential social feedback loops and cascades, ABMs provide a useful auxiliary technique to standard micro-targeted campaigns, as they can explore these feedback loops caused by campaign interventions or other events.
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Footnotes
1The specific data sets available to a campaign are incredibly context-dependent. One society may release personal voting records while another may not; social media data may be available in one country, but not in another (e.g. in 2018, the EU and the EEA introduced General Data Protection Regulation that restricts the use of personal data while citizens in the USA are less protected in this way). One challenge for data-driven campaigns is to find and access the most relevant data sets. In addition to the actual existence or availability of desired data sets, money is also a crucial factor, as acquiring data sets often is expensive. Thus, elections in the USA are more likely to acquire personalised data set, as their budgets are limited only by what they can raise. Comparatively, elections in the UK are tightly restricted financially, which hinders purchase of large, personalised data sets. As such, data availability is constrained by actual availability and the size of your bank account.

 

2Of course, the relevant political battlegrounds may change. Texas is traditionally a safe Republican state. However, in the 2018 midterm election, Beto O’Rourke (D) almost unseated Ted Cruz (R). Given changing demographics, Texas may become a contested state in future elections.

 

3Indeed, given the potential for wilful dissemination of misinformation and negative campaigning as discussed in Chap. 9, fact-checking systems built to operate in a top-down world are inherently inadequate to describe and ensure quality of information flow in a bottom-up and complex information system. This is a considerable challenge for safeguarding deliberative democracies going forward. However, this problem goes well beyond the scope of this book.

 

4ABMs can be developed in multiple languages, e.g. MASON toolkit (Luke, Balan, Panait, Cioffi-Revilla, & Paus, 2003) and NetLogo (Wilensky & Rand, 2015). For model protocols, see Polhill, Parker, Brown, and Grimm (2008), Grimm et al. (2010), and Muller et al. (2013). See Miller & Page (2007, Appendix B) for a list of methodological questions to consider.

 

5Connectivity in social structures tends to follow a power-law distribution where a few people have thousands (or even millions) of connections while most people have hundreds of connections (Calderelli, 2007, see also Clauset, Shalizi, & Newman, 2009). This is the difference between the social weight of cultural and political influencers such as Taylor Swift or Alexandria Ocasio-Cortez and average members of the nation. The network weight of a person in a social structure directly impacts the speed with which that person can reach people and disseminate information.

 


© The Author(s) 2019
J. K. MadsenThe Psychology of Micro-Targeted Election Campaignshttps://doi.org/10.1007/978-3-030-22145-4_11

11. From Analytic to Dynamic Micro-targeted Campaign Models

Jens Koed Madsen1  
(1)Oxford Martin School, University of Oxford, Oxford, UK

 

 
Jens Koed Madsen
Email: jens.madsen@ouce.ox.ac.uk



In the previous chapter
              
            
              
            
              
            
              
            , we discussed the key differences between complicated and complex systems. First, a system is complex if components can interact directly or indirectly with each other, and if they can generate feedback loops, which can cause the system to change fundamentally. These phase shifts cannot be traced back to the actions of one individual in isolation but are to be found in the interactions between people over time. Good examples of this are sudden crashes in financial markets, demonstrations turning riotous, or information going viral. Thus, the interaction between multiple agents is a key element of a system complex. Second, in line with the interdependency, if the system is composed of strongly heterogeneous agents either within a class (e.g. voters who exhibit different traits) or between classes (e.g. voters and politicians), the system as a whole is more likely to become complex. Strong heterogeneity can be difficult to capture in analytic models. Thus, while analytical segmentation allows for modelling individual and isolated heterogeneity, combining the models of all voters in isolation cannot predict how the electorate as such would react and adapt to a persuasion or influence campaign. Third, some systems exhibit strong path dependency, both in terms of time and space. For example, information search naturally happens sequentially (a voter may read an article, see a campaign, and then go search for a related piece of information). If the path influences how people interpret and seek out information, the timing of persuasion and influence attempts becomes crucial. Further, spatial distribution can be difficult to monitor and model. In elections, the geographical location plays a major part, as urban and rural voters are contacted differently.
Complicated systems, like landing an aeroplane, can be described in isolation from other elements and can be modelled linearly and analytically. Comparatively, complex systems, like a demonstration turning riotous, needs to represent the dynamic and interactive features of the system, which engenders phase shifts, ripple effects, and feedback loops. As mentioned in Chap. 10 complex systems require different types of models than complicated systems: they require dynamic, numerical models rather than static, analytical models.
Traditionally, micro-targeted campaigns have described and modelled voters as complicated (i.e. conceptually isolated from other voters) entities—they may have different constituent properties such as different beliefs, different expected impact on the election, or individual characteristics captured by psychometrics or biases; they may respond differently to messages, allowing for messages developed specifically for that voter; and they may be more or less inclined to vote. But the name of the modelling game is 
              segmentation
              
             by grouping individual voters into any number of salient categories. No matter the specific model, micro-targeted campaigns of the late 2000s and the early 2010s seem to conceptualise the voter in isolation from other voters, which allows for this kind of segmentation that in turn enables specified model generation of each voter (group) and message development, and model generation of increasingly specific silos of voters.
Segmentation can yield increasingly (almost endlessly) sophisticated models for message development but will always conceptually lack the interactive element that characterises complex systems. That is, while segmentation processes offer significant strategic and tactical advantages, they are limited in principle, as the model isolates the individual voter from other voters. For campaigns, this is potentially problematic, as an election is a prime example of a highly complex system.
First, elections are rife with interactions between agents. Candidates contact potential voters, news media distribute information (or misinformation) to the public (including candidates, citizens, and all other engaged parties), and, crucially, citizens may engage with each other via social media. While the two first communicative acts can be described analytically (as they are top-down mass communication functions), the latter is inherently bottom-up, interactive, and dynamic. Thus, the way in which information can be distributed and shared during elections is deeply complex. Second, the information structure is itself part of the information eco-system, as algorithms colour the way information is disseminated and received. For example, if a search engine or social media operate with ‘like’ algorithms where citizens are more likely to be exposed to a post or opinion if it is in line with posts or opinions previously liked by that citizen, information reception becomes motivated and structured compared to stochastic and random. Third, elections are by definition systems that exhibit strong heterogeneity. The very nature of deliberative democracies resides in the fact people disagree on policy, differ in preferences, and have different beliefs more generally. Additionally, citizens may differ on relevant psychometric traits, social connection, geographical location, demographics, and a host of other metrics. Aside from citizens, candidates are also, by definition, heterogeneous (it would make little democratic sense to host elections between two or more identical candidates). Fourth, elections unfold over time and space rather than in a vacuum. For example, time may create path dependencies—an event may constrain the rhetorical situation such that information and debates that follow are governed by that event (e.g. a national crisis that emerges during an election).
Understanding elections are composed of multiple, strongly heterogeneous citizens who can engage with each other dynamically and adaptively means the electorate itself is complex. Additionally, competing campaigns, motivated and structured information systems, the News Media and other pundits, interest groups, the spatial distribution of voters, and events unfold over time to create path dependencies are key characteristics of elections. Taken together, these elements describe a complex system par excellence.
In principle, campaigns attempt to manage the election, that is, to manage the electoral system in an optimal manner. This includes conceptualising the electorate, the system, and developing messages that achieve the desired outcome. However, if campaigns fundamentally mischaracterise the system (believing it to be complicated when it is in fact complex), they risk unintended consequences when they launch persuasion and influence attempts. For example, in line with traditional micro-targeted campaign tactics, messages may be developed to fit specific, segmented voters such that the same argument is presented differently depending on, say, a psychometric feature. The campaign may diligently test and identify the most persuasive features for each segment of the electorate. However, if the citizens decide to share the campaign material and realise the differences in the presentation of arguments, it may occur to the electorate that the campaign uses their personal data for strategic use. In turn, this may cause a breach of trust and a decrease in credibility more generally. In this way, segmentation in isolation may be detrimental to electoral success.
Given elections are 
              complex systems
              
            , they should not be managed using analytical and isolated models. This chapter discusses the management of elections as complex systems and how numerical models can be used to parameterise citizens, test interventions, and plan strategy. To do this, we discuss two concrete examples of modelling information systems and interventions in numerical models as well as the broader principles underpinning managing complex and dynamic systems.
11.1 Election Components: Agents, Links, and Environment
According to news reports cited in the introduction, companies such as Cambridge Analytica appear to use traditional segmentation methods where individuals are modelled according to beliefs, likelihood of voting, psychometric traits, and other facets that allow for individual or group segmentation (for strategy optimisation). However, as discussed in the above, elections are paradigmatic examples of a complex problem—aside from competing campaigns, structured information environments, and path-dependent events, election consist of several groups of heterogeneous citizens (in terms of their individual beliefs and voting impact) who interact with each other in a bottom-up system. This means a campaign, quite naturally, can isolate the voter, but cannot isolate the flow of information. For example, a fear-inducing message may work extremely well with a segment of the population but work adversely with others who believe the message is fear-mongering and paranoid. A campaign may identify the fear-inducing message through A/B-testing but may fail to foresee the backlash generated if a targeted voter distributes that message via social media to voters who interpret the message as being paranoid.1 In other words, to govern a complex election situation, campaigns must take seriously the interactive elements such as information sharing between voters. If the campaign does not take this into account, they risk unintended repercussion for messages that are generated soundly through segmentation and voter isolation.
As discussed throughout this chapter, the introduction of social interactions between agents (e.g. social contagion or bottom-up information flow) fundamentally changes the underlying modelling principles used to run micro-targeted campaigns from 
                segmentation
                
               to 
                parameterisation
                
              . Rather than identifying the most opportune voters and segmenting them in isolated models, campaigns should implement voters as heterogeneous agents in social networks. As such, micro-targeted campaigns of the future need to move from analytical segmentation models to dynamic models that simulate (artificial) societies of voters. This is a fundamental shift in modelling style. Dynamic campaigns can use numerical models such as ABMs presented in Chap. 10 for micro-targeting societies of voters. This section briefly considers some of the key elements campaigns need to consider when constructing an election ABM.
When constructing such a model, three components must be considered: key agent, interaction, and environmental features (see Fig. 11.1). In Sect. 11.1, we shall discuss each component to elucidate the possible use of dynamic models to represent complex elections, not just for capturing elements that cannot be caught by analytic segmentation, but as a fundamental tool to rethink voter relevance for campaigns. In other words, this shifts the discussion from analytic micro-targeted campaigns (presented in Chaps. 6, 7, and 8) to dynamic micro-targeted campaigns (using the ABMs presented in Chap. 10). In addition, Sects. 11.2 and 11.3 discuss how to use dynamic models to optimise strategy and use the bottom-up nature of social networks persuasively and strategically.[image: ../images/453636_1_En_11_Chapter/453636_1_En_11_Fig1_HTML.png]
Fig. 11.1A complex election model


11.1.1 The Environment
The environment, construed broadly, is crucial in representing an election. It provides the frame through which the agents can exist, act, and collect information about candidates and issues (e.g. through social media sites). Here, we consider three features that impact campaigns strategically: geographical location, regulatory framework, and the structure of the information system.
Geographical location describes the physical placement of voters. In first-past-the-post democracies, the location of each voter is crucial, as they may live in a non-competitive area and thus be less relevant. Additionally, while most voters in major economies are connected via the Internet and social media on tablets and phones, some democratic elections unfold where a significant proportion of voters do not have access to Wi-Fi. In these cases, the geographical location also influences the degree to which voters can be reached as well as voters’ access to information. If geographical location is unimportant (e.g. when testing campaign strategies in elections where all voters are connected), the geography can be hypothetical where voters are dropped stochastically on the map (Fig. 11.2a where each dot represents a randomly located citizen). Conversely, if the placement of voters matters strategically, campaigns can use GIS maps (Geographical Information Systems) to represent specific districts and areas as well as implement realistic population density over the various areas (Fig. 11.2b shows a GIS map of South Carolina’s House District). Any micro-targeting campaign has to define the importance of geographical location since this will provide a basis for developing the campaign elements. In some instances, geographical location is very important. It may constitute special structures of information systems (local news media, local social media communities, etc.). In other instances, geographical location is less important, if, for example, national or international media are dominating and social media communities are national or even global.[image: ../images/453636_1_En_11_Chapter/453636_1_En_11_Fig2_HTML.png]
Fig. 11.2(a) Hypothetical GIS map (b) GIS map of South Carolina


Aside from the spatial distribution of voters, the environment also encompasses the regulatory framework in which an election unfolds. This is a social contract set legally by the state in question and may prescribe campaign spending, messages that can be sent, data availability, and other key features that constrain or enable campaign management. Thus, in elections, this framework sets the boundaries for conduct and strategy. For example, it may impose a financial cap on spending and campaigns will have to adhere to these rules. However, some campaigns may violate these boundaries willingly. This can be done by collusion with external groups, spending more than is allowed by campaign laws, or stuffing ballot boxes with fraudulent votes (as is observed or hypothesised in some elections).
Finally, the structure of the information system is a crucial component in most modern elections. As discussed later, campaigns (and other groups) can target voters, but the voters can also share information with each other. Both of these activities, however, are constrained heavily by the information structure set up for the given election. If people are on social media or are online, they can be reached differently than if they are not. Aside from contact opportunities, the information structure also influences how voters can search for new information on their own. Directly, some countries will impose limitations on available material online. For example, China has restricted access to some websites and portals (the so-called Great Chinese Firewall). Indirectly, the way search algorithms are constructed influences the availability of information. For example, if Google uses personalised information (e.g. geographical location or past personal search history) to determine the most relevant hits, it constrains the way that person can find new information. If the search engine itself is set up to present hits that are believed to be in line with the person’s pre-existing beliefs, the information presented will effectively generate a confirmation bias for that person even if the person did not intend for this to happen. Thus, understanding the structure of the information system, both the direct and indirect influences on search options, is crucial to campaign management.
11.1.2 The Agents
Elections have many different types of agents. Figure 11.1 shows some of the main agents that are useful to conceptualise and integrate to represent the complexity of an election adequately. Here, we consider four types of agents that are important for election management: voters, other campaigns, external groups, and the news media.
As with analytic micro-targeted campaign models, voters are at the heart of the model. The underlying intention of analytic models is to build accurate and realistic representations of voters so the campaign can segment them into distinct groups, which allows for the development of messages that are tailored to that group specifically. The move from analytic to dynamic models does not reside in the conceptualisation of the psychology of the voter—rather, if the analytical model is accurate, the model for the voter agent should be the same. Instead, this model is enriched by the interactions discussed later in this section, which enables voters to share information with each other through social networks. Voters can basically be conceptualised along the lines discussed in the preceding chapters and in line with analytic models: they have political preferences, subjective beliefs, assign credibility to candidates, they are more or less likely to vote, they may live in competitive or non-competitive areas, and so forth. Additionally, psychometrics may parameterise some of the traits such as information search parameters (more or less confirmatory) or their conditional probability table.
While the model of the voters may be similar (or even identical) to analytic models, the instantiation is radically different. In analytic models, the data is used to segment voters (in however many categories are desired or appropriate). In dynamic models, the voters exist in the same model but may be parameterised differently. A parameter is a characteristic that contributes to defining a system or evaluating how it develops and performs. Parameterisation is the process of identifying the crucial parameters that influence the voting behaviour of the electorate and using data to set the numbers of those parameters (e.g. prior beliefs in a Bayesian model). Some parameters can be transferred from analytical models, but dynamic models have to identify additional parameters related to the environment and to the interaction between voters and external groups. This is done to capture the crucial social component.
As communication between voters is introduced, this makes a massive difference (we shall discuss this in more detail in Sect. 11.4). Much like segmentation, parameterisation allows for heterogeneous voters (e.g. differing in beliefs, psychometrics, impact) with parameters that can be set empirically (e.g. using data to set prior beliefs across a subset of the population) or theoretically (e.g. setting the conditional probability table a priori if the campaign does not have access to relevant data). Thus, rather than being an entirely new model type, the agents (voters) in the dynamic model can simply take the lessons learnt from analytic micro-targeted campaigns and place them in a social network and a realistic voting environment, which allows for adaptation, changes in beliefs over time, and information sharing between voters.2
While voters unquestionably are the central component of any dynamic micro-targeted model designed to manage political campaigns, there are other elements of the political environment that are of significant importance as well to successfully plan and manage a campaign. Competing campaigns try to persuade the electorate that their candidate or issue is preferable, News Media and pundits provide information (or in some cases misinformation) to the electorate, and external groups (such as lobbyists or foreign nations) may conduct concerted campaigns to educate or misinform specific segments of the electorate. That is to say, campaigns cannot focus on their own strategy and doings, but must—due to the adversarial and interactive nature of elections—consider the actions of others. Indeed, a campaign may decide to shift strategy or message given actions of another candidate or campaign (e.g. the campaign may decide to violate electoral regulatory frameworks such as limits on spending if competitors are doing so).
11.1.3 The Interactions
The interactions between agents engender the real move from analytic to dynamic micro-target campaign management. As discussed in Chap. 10, the modern information landscape has changed qualitatively with the introduction of social media and online discussions.3 Given this, the landscape changed from top-down mass media (where information passed through editorial processes) to also include bottom-up, unconstrained mass media. This enables information to flow in structurally different ways. In a top-down mass media structure, information is passed to the electorate (or population, more generally) and communication between voters can only take place in the local environment (e.g. within the village, between friends connected via phone, etc.). In a bottom-up mass media, information can be generated by any member of the population and disseminated to any person who follows that individual on social media. If they share the message, their followers can see and share the information and so on. This can generate informational feedback loops (see e.g. Gilbert, 2008).4 Given the bottom-up nature of social media, campaigns require dynamic models to represent and strategically use these feedback loops. In line with this, information flow, belief diffusion, and cascading effects have been explored using dynamic models (e.g. Duggins, 2016; Pilditch, 2017; Madsen et al., 2018).
In addition to information flow, some people have more social capital than others. Influential citizens may cause followers to imitate their actions, to seek out information they present, or like people they like. Consider the actions of the singer Taylor Swift as an example of this. Towards the mid-term Election of 2018, she posted an Instagram message where she identified as a Democrat and urged her fans to register to vote. According to reports, roughly 65,000 new voters registered to vote within 24 hours of her initial Instagram post (Snapes, 2018). Such a boost in voter registration is significant and would be an immense success for any GOTV campaign. Shrewd analytic segmentation models might have identified Swift as a possible Democrat, which may have caused Democratic campaigns to target her persuasively. However, the true electoral power of Swift does not reside on persuading her to vote, but rather to get her fans to vote. That is, to tap into her social weight and her network placement.
The Swift example illustrates the power of social capital, which cannot be captured if each voter is modelled in isolation from her social network. To capture the different social weight, modellers can use so-called scale-free networks. Rather than being linked stochastically, individual agents can be given more social weight by adding additional connections between them and another person. Figure 11.3a shows a stochastic social network where agents randomly connected with each other. In comparison, Fig. 11.3b shows a scale-free social network where some agents are social hubs with lots of connections while others have few.[image: ../images/453636_1_En_11_Chapter/453636_1_En_11_Fig3_HTML.png]
Fig. 11.3(a) Stochastic social network (b) Scale-free social network


In Chap. 6, 
                  voter relevance
                  
                 for analytic micro-target campaigns was discussed. Given segmentation, relevance was easily defined, as campaigns could identify voters who live in a competitive state, who are persuadable, and who are likely to vote. However, the introduction of social networks fundamentally changes voter relevance, as individual-oriented models may forego citizens who can function as extremely effective ambassadors in their respective social networks. Thus, voter relevance is expanded to the following four considerations:	1.Voter has impact on election: requires persuasion and GOTV strategy

 

	2.Voter is persuadable: requires persuasion strategy

 

	3.Voter is part of base, but needs encouragement to vote: requires GOTV strategy

 

	4.Voter is a social conduit: requires persuasion and GOTV strategy

 



Figure 11.4 illustrates how voters can have different social weight, as a result of their direct or indirect connections. In Fig. 11.4a, voters are equally weighted, as both have one connection. In Fig. 11.4b, voter #2 is the central node in the system. In Fig. 11.4c, voter #3 is the central node, as she has four connections. In Fig. 11.4d, voters #4 and #5 are the most influential. While this simply adds weight to the number of edges per node, Fig. 11.4e shows that social weight can be characterised as access to hubs. Here, voter #5 connects to both major hubs (represented by voters #4 and #6). As such, #5 offers easy access to the whole system while #4 and #6, though nominally better connected, only offer access to part of the system.[image: ../images/453636_1_En_11_Chapter/453636_1_En_11_Fig4_HTML.png]
Fig. 11.4(a–e) Social weight


Access to relevant networks goes beyond social weight, as it incorporates access to voters with impact. For example, imagine an Iowan who lives and registers in California. As they live in a non-competitive state, analytic micro-targeted campaigns may forego targeting them. However, if their peers and social connections in Iowa hold them in high regard, they may persuade people in their home state. Given their connections to a swing state, this voter may become a conduit for persuasion and influence (Taylor Swift specifically addressed the mid-term election in Tennessee even though she no longer lived in that state at the time of the post).
Aside from voter–voter interactions, Fig. 11.1 shows interactions between other types of agents. As intimated in the above, other campaigns may disseminate campaign literature or implement GOTV strategies and external groups or the News Media may provide information to the population. Campaigns are constrained on two fronts, as voters are given agency to disseminate information in a bottom-up manner, and other groups (campaigns, external groups, The News) may interfere with plans or change the narrative (in which case, the campaign needs to be reactive). The agency of groups other than voters increases the complexity of campaign management, as it is part active (implementing own strategies) and partly reactive (responding to actions from other entities, to bottom-up information cascades, or to external events). To manage these interactive systems adequately, campaigns need to represent other groups or initiatives that influence voters.
Analytic models using A/B-testing to develop messages for isolated voter segments do not have the capacity, per se, to devise reactive strategies. Rather, they merely identify the most effective means of persuasion for that specific segment of voters. Additionally, they do not have the capacity to simulate the strategic use of bottom-up social networks (i.e. to track how information can flow). The switch from analytic to dynamic models may integrate these aspects computationally in micro-targeted campaign management.
According to journalistic reports and academic research, most (if not all) micro-targeted campaigns so far (December 2018) have been analytic. That is, they segment voters into increasingly specific bins (which may be guided by demographics, election impact, subjective beliefs, and individual psychometrics). A/B-testing can identify the most persuasive or influential messages for each sub-segment of the population. However, this is a top-down campaign style, which assumes no contact between voters. As discussed in the above, this may result in unintended consequences if voters share campaign messages that may be effective for that segment but may be unpalatable for other segments. This section presented the possibility for dynamic micro-targeted campaigns. Dynamic models can yield the same benefits as analytic models (if interactions are turned off, voter parameters can produce the same analytic voter bins as analytic models). However, they also go significantly beyond the capabilities of analytic models, as they can integrate bottom-up interactions, the flow of information, and campaign time (see Sect. 11.4). While most consultancy companies seem to use traditional, top-down analytic models, it is inconceivable that bottom-up dynamic models will not be used at some point. As discussed in Chap. 12, this puts pressure on regulatory frameworks to understand these models.
The elements presented in this section merely illustrate components that are key in producing a dynamic micro-target model. If producing dynamic models of actual elections, campaigners would need to adequately represent cognitive and social components as well as non-voter agents relevant to that election. However, this is a question of specific implementation of dynamic models for specific elections.
Dynamic models can be used to represent and simulate how voters may change and adapt given any computationally expressible intervention (e.g. persuasion or GOTV campaigns). Campaigns can use this to hypothesis-test strategic ideas. However, they can also be used as management tools in and of themselves. Before discussing how they can be used to manage micro-targeted campaigns (Sect. 11.4), though, we present two stylised models to show how strategy can be implemented in dynamic, agent-based models and how can information flow through a system and generate echo chambers. Specifically, we consider echo chamber formation (Sect. 11.3) and voter segmentation with no interaction between voters (Sect. 11.2).
11.2 A Model to Support Dynamic Segmentation Management
In this section, we consider how classic segmentation models can be integrated within dynamic model frameworks. Recall, the primary segmentation objective is to optimise persuasion and influence attempts for each sub-segment of the population—that is, using A/B-testing, messages are developed to fit a target audience and make them fit the recipient as optimally as possible. For example, the campaign may decide to exclusively target swing voters (voters who are on the fence concerning an issue) for a persuasion message. Analytic models segment the population, pick out the salient groups, and develop persuasive messages through A/B-testing. This is the fundamental analytic approach. However, competing campaigns may reach the same segment of the population with messages that undermine arguments, reframe the issue, or shift the demographic such that the relevant segment changes. The actions of competing campaigns may fundamentally change the campaign or the kind of data that is needed to properly conceptualise and run the models.
The example points to a general challenge for analytic models: how do they dynamically adapt their models and strategies to changes in the environment such as incoming data (e.g. new polls, additional personal data), external events, and competing campaign strategies. Do they adapt their strategy, change the type of data they collect, or change their messages given new developments? Inherently, campaigns have to be reactive as well as proactive. That is, even analytic micro-targeted campaigns require a dynamic management component. Embedding segmentation in a dynamic model shows how the latter can assist in strategic decision-making based on the former.
To show how analytic segmentation can be implemented in a dynamic campaign management model, we describe a previously published agent-based model that has outlined how this may be achieved in terms of parameterisation and computation (Madsen & Pilditch, 2018). While Fig. 11.1 describes a model of a more complete campaign scenario, the present model shows that agent-based models can be used to simulate analytic micro-targeted campaigns and that the possible dynamic extensions of the model are constrained only be computational capabilities (in terms of voter realism, intervention possibilities, and data availability).
The model (please refer to Fig. 11.5) consists of voters, an analytic micro-target campaign module, and a stochastic campaign module. At the initialisation stage, the voters entertain subjective beliefs about the world (in the model, their belief ranges from 0 to 1 where 0 represents total support for one candidate and 1 represents total support for the other candidate). In addition to belief in the election issue, voters also entertain different beliefs about the expertise and trustworthiness of each candidate (using the Bayesian source credibility model from Chap. 4, see Harris, Hahn, Madsen, & Hsu, 2015; Madsen, 2016). Finally, each voter is more or less likely to vote on Election Day (ranging from 0% likely to 100% likely). During the campaign, candidates contact a number of voters to disseminate a campaign message, advocating for their cause (see Fig. 11.5 for a flow chart of the model). After a finite campaign phase, voting commences. Each voter determines whether or not to vote (in accordance with their probability of voting) and cast a vote for either the candidate who contacted the voters randomly or the candidate who used information about the electorate to guide its micro-targeted campaign (abbreviated to MTC). By comparing the support for the two campaigns, it is possible to test how effective the micro-targeted strategy was compared with random targeting.[image: ../images/453636_1_En_11_Chapter/453636_1_En_11_Fig5_HTML.png]
Fig. 11.5One-directional micro-targeted campaign (Source: Flow chart taken from Madsen and Pilditch (2018, p. 8)


Notably, as the electorate revises its beliefs given interactions with campaigns, the micro-targeted campaign management module re-segments and identifies the voters who now qualify as relevant to target. That is, a voter might have been pushed away from ‘swing’ status to ‘secure’ by either campaign, meaning that the campaign is less likely to target that voter. This change in strategy happens adaptively due to the model rules that direct that campaign. As the campaign develops, the campaign can adapt outreach strategies dynamically.
Aside from offering dynamic support for campaigns that segment citizens analytically, the model can test the expected efficiency of campaign types, outreach strategies, and outreach interventions. In their model, Madsen and Pilditch (2018) test a micro-targeted campaign that picks out swing voters who have a favourable impression of the candidate and who are likely to vote. Comparatively, the model considers a stochastic campaign that contacts voters at random. This framework can test the efficiency of micro-targeted campaigns, as the model can manipulate how the credibility of the two campaigns develops as well as the number of voters each campaign can reach every day (as a proxy for campaign finances). In their paper, Madsen and Pilditch show that micro-target campaign can outperform stochastic campaigns even if the candidate in the stochastic campaign is more credible (average credibility of micro-target candidate is 0.4 compared with an average of 0.6 for the stochastic candidate) alongside having less reach (they show that credible stochastic candidates need roughly 2.8 times as much reach to counteract the effect of strategic segmentation).
While the model is intentionally simplified, it illustrates a key insight: it is possible to construct modules that offer direct and dynamic strategy support, even if the segmentation is analytic. Without resorting to dynamic models, campaigns could simply re-calculate and re-segment voters as the electorate changes. However, this is only viable for simple analytic systems that can be calculated with back-of-the-envelope calculations—as complexity of the electorate (and the election system in general) increases, so does the usefulness of simulating interventions dynamically. In principle, there is no computational difference in increasing complexity of the system to make it look more like Fig. 11.1 (i.e. making the electorate more complex, introducing news media, introducing external groups, etc.), the strategic ways the campaign segments and targets voters, and the overall persuasion and GOTV strategies. If it can be expressed computationally, it can be built into a dynamic model that can support and advise strategic decision-making.
The above segmentation strategy, while implemented in a dynamic model, is analytic in nature (as it assumes no contact between voters). That is, the model has no bottom-up information flow. As discussed in Chap. 10 as well as previously in this chapter, this is insufficient if campaigns are run in bottom-up information systems (such as social media). The following section shows how complex structures of information sharing can impact individual and collective belief systems and points to the fact that such properties can be expressed in dynamic models.
11.3 Bottom-up Communication: Emergent Echo Chambers
The previous sections considered why elections and electorates should be modelled using dynamic rather than analytic models and showed how traditional micro-targeted management can be integrated within dynamic models. This section considers how information can flow in bottom-up information systems such as those between voters in an election. Due to the interaction between voters and politicians, the information flow can no longer be described as complicated but as complex. That is, the way information can flow cannot be predicted analytically but must be simulated numerically. To exemplify such an information environment, we explore how echo chambers can form and be maintained in a social network of Bayesian agents (see Madsen et al., 2018).
Echo chambers (ECs) can be defined as “…enclosed epistemic circles where people engage with like-minded others and reinforce their shared pre-existing beliefs” (Madsen et al., 2018). That is, places where people share information with other people who already agree with them. This may cause them to reinforce and strengthen their belief in that issue, which in turn may cause the people within the echo chamber to dismiss people who entertain other beliefs. Cults are good examples of echo chambers but they also extend to politics, hobbies, and many other aspects of life where people can isolate themselves in communities of like-minded people. ECs have been identified on social media (Bakhsy et al., 2016), in news consumption (Flaxman, Goel, & Rao, 2016), and on forums (Zuckerberg, 2018). They can be detrimental to deliberative democracies, if these rely on the open and honest exchange of data, political ideas, and societal predictions.
Echo chambers, put simply, consist of people who eventually may become so convinced of the correctness of their beliefs that they are not subjected to or may be unwilling to engage with opposing viewpoints. As such, they may also include people on the fringe of the political or epistemic spectrum. For example, some people earnestly believe vaccinations cause autism, that the Americans did not land on the moon, or that the earth is flat. Despite the fact that there is ample evidence to refute these arguments, people still maintain them—often fervently. This has caused some to argue that proponents of conspiracy theories (or conspiracy-like theories) require special cognitive properties such as over-generation of causal links, belief in concealed actors (e.g. the FBI), or a propensity for fallacious reasoning (Barkun, 2003; Birchall, 2006). While this may be true, a complex model of systems where agents can share information with each other can test if it is necessarily true. That is, are these traits a necessary or an auxiliary component for the formation of echo chambers?
To explore this question, we consider how echo chambers can be formed in a dynamic information system. Inherently, information systems are complex. People interact with each other in a bottom-up manner and pieces of information can be spread exponentially fast if people decide to share them. To capture this insight, Madsen et al. (2018) use an agent-based model to explore the minimal requirements for echo chambers to emerge and to engender people with objectively mistaken beliefs (in their model, there is an objective truth that all agents seek).5 To see if people require special cognitive components to become trapped in echo chambers with wrong information, their model is an idealised version of communication.
In the model, the agents can be described as somewhat ideal citizens. They are entirely honest (i.e. cannot misrepresent what they believe to be the true state of the world) and they trust each other completely. When they engage with each other, they share their view of the world with another agent within their reach. Both then update their belief in a Bayesian manner where they integrate the received report with their prior belief. The agents were designed like this to test if agents require ‘special’ cognition to get stuck in echo chambers of objectively wrong beliefs.
As the model starts, agents begin to share information with each other. As they encounter more information, they become increasingly convinced that their subjective view of the world (mistaken or true) is a true representation of the true state of the world. Eventually, the agents purify their networks, as more agents are now considered too extreme to engage with and settle down into echo chambers. Crucially, however, as agents have identical cognitive functions, the fact that the agents get caught in echo chambers across a spectrum of beliefs in the model shows that people do not need special cognitive components (e.g. over-generation of causality, skewed data search, or skewed memory) to be caught in echo chambers. Rather, it can be a product of the social network itself.
While only testing a principle, the model shows that complex information systems can be modelled and described quantitatively. Additionally, it shows that the network structure itself engenders the end-state of the beliefs of individual agents. The modelling techniques can be extended to describe any information system in which elections unfold. This allows campaigns to test interventions, system properties, and to explore how humans are influenced by their social system and vice versa as well as predictions of how the system adapts to specific changes or interventions. A proper understanding of the way information flows and the structure of the system of information is crucial to managing campaigns effectively in bottom-up information systems (such as the one we inhabit when we engage with other citizens via Twitter and social media platforms).
The constituent components of the electoral system illustrated in Fig. 11.1 and discussed in Sect. 11.2 show interactions between voters (represented by the lines between the voter agents in Fig. 11.1). Crucially, as this complex information flow can be modelled, campaigns can use it strategically: campaigns can test how different targeting strategies lead information to spread through a social network, they can test the impact of socially important citizens, and they can test how a GOTV strategy may play out socially. If the campaign represents the voters, the social system, and the information structure realistically, dynamic models can be used to test these kinds of strategic interventions. While using the system to test intervention hypotheses, the dynamic models can be used to manage dynamic human-environment systems and to discover intervention combinations that might not have been considered. We shall discuss this in the following section.
11.4 Managing Complex Dynamic Human-Environment Systems
Managing complicated systems is difficult: they may consist of many intricate components, predicting the system may be extraordinarily difficult, and testing the optimal interventions is both laborious and fraught with potential for mistakes (e.g. poor behavioural assumptions, bad data, or unintentional p-hacking as discussed in Chap. 8). Unsurprisingly, then, running a complicated, data-driven analytic campaign that segments the electorate into salient categories in terms of relevance, demographics, digital traces, or psychometrics requires a concerted effort of a team of experts in data analytics, behavioural design, and modelling.
While modelling and intervening on complicated systems is difficult, complex systems pose additional challenges. The challenges concerning realistic behavioural representation, parameter setting, and intervention testing remain from complicated election models. In addition, models of complex elections need to simulate the social networks, the possible interactions between voters, and the structure of the information system. This naturally increases the scope for mistakes, as the model has additional moving parts and the campaign will have to make assumptions concerning these aspects. Not only does the campaign need to consider how the electorate is and what makes them update their beliefs/vote, it also has to consider their social place and the information system they inhabit.
When introducing additional components, the scope for mistakes increases. Consequently, the benefits need to outweigh the potential pitfalls due to the expansion of the model. While complex micro-targeted campaign models are more difficult to develop and execute, they have the potential to give the campaign significant benefits. These benefits relate to the strategic use of social networks and bottom-up information flow. As the structure of modern-day information mass media systems has changed from top-down to top-down with bottom-up mixed in, old-fashioned analytic campaigns are no longer sufficient. As such, analytic micro-targeted segmentation falls short of proper understanding and use of information flow. For this, campaigns require a dynamic micro-targeted approach.
The main task, then, is to manage a system with strong heterogeneity, with multiple possible interactions, and with adversarial actors. Further, the system evolves over time and has a strong spatial element (in first-past-the-post democracies). This can broadly be characterised as managing complex human–environment systems (see Bailey et al., 2018). In these, the complexity means that the model needs to simulate the interventions dynamically rather than calculate the strategy analytically. Once a campaign has a realistic representation of the system, the models can test interventions, plan strategies, and, as discussed in this section, find optimal intervention solutions.
Consider the amount of possible interventions a campaign has at its disposal. These include sending out campaign literature (leaflets, phone calls, etc.), doing stump speeches, organising town hall meetings, canvassing, and many other types of interventions. We can think of this as N possible interventions where N is the total amount of intervention types. Further, as known from A/B-testing in analytic micro-target campaign management, all interventions can be implemented differently to suit specific segments of the electorate. That is, as X possible implementations where X is the total amount of different implementations (e.g. persuasive messages can be designed in different ways but still represent only one type of intervention: a persuasive message). Thus, campaign managers must consider a significant amount of possible strategies, as each strategy may or may not be implemented in one or another form. For example, a campaign may consider different GOTV strategies, several persuasion efforts, and may have numerous spokespeople who can deliver those messages. The possible combinations quickly escalate to a point where it is no longer feasible to appreciate unintended consequences. If the model captures the electorate, the social structure, and the election and information system, the campaigners can use the model to find the optimal intervention packages of all possible combinations.
Further, as also known from analytic micro-targeted campaign management, some interventions must only be sent to a subset of the electorate (e.g. social pressure GOTV campaigns incentivise some voters to vote but work counter-productively for others). In all, the total amount of strategy options, their varying implementation, and their most efficient target groups yield a highly complicated challenge where campaign managers need to consider possible unintended consequences like social media backlash.
Naturally, models are only valuable if they provide accurate representations of the phenomena they model. This is true for the simplest model predictions to the most intricate models of human behaviour. However, if the campaigners have understood the electorate, they may generate models that genuinely represent the key components.
Figure 11.1 described the main elements that should be incorporated within a dynamic micro-targeted campaign model. Such a model can test interventions and provide a tool for strategy development more generally. While testing assumptions and ideas is a useful endeavour, dynamic models can also operate as a tool for optimising strategies and combining interventions in novel ways. If the campaign believes it has produced a realistic representation of the elements in Fig. 11.1, the next challenge is to find the best combination of interventions to optimise persuasion and influence.
Bailey et al. (2018) show how dynamic, computational models can be used to manage complex and changing human–environment systems. In their paper, they consider how to find the best policies to manage a system (for our purpose, policies can be replaced with ‘persuasion and influence interventions’). They note that it is possible to ‘…treat the model as a “black-box” function, where the input is the policy parameter set and the output is a score based on the simulation outcome; finding the ‘best’ policy is a function maximization problem’. They use a Bayesian optimisation algorithm (Shahriari, Swersky, Wang, Adams, & De Freitas, 2016) to find the best combination of policies, which can be tested against empirical observations (Grazzini & Richiardi, 2015; Hartig, Calabrese, Reineking, Wiegand, & Huth, 2011). This can be used to test the robustness of the model (see e.g. Bush, Hershey, & Vosburgh, 1999; Carrella, Bailey, & Madsen, 2018; Jakoby, Grimm, & Frank, 2014; Miller, 1998) as well as choice assumptions (Carrella, Bailey, & Madsen, 2019).
In other words, a campaign can ‘wrap’ a model representation in a meta-model where the latter is designed to optimise interventions for the former. The campaign can then consult the model to find a desired outcome (e.g. find a way to gain a majority in the House of Commons) and any number of possible interventions (all available campaign strategies). The computer then conducts simulations to find the best way to achieve the desired outcome (if possible) or to get as close as possible. Figure 11.6 illustrates the cyclical nature of the simulations where the computer tries one set of parameters, records the result, learns about the efficiency of interventions, and tries new combinations of interventions until it finds the optimal campaign strategy.[image: ../images/453636_1_En_11_Chapter/453636_1_En_11_Fig6_HTML.png]
Fig. 11.6Managing complex elections. Note: The example model in this figure uses the same basic structural setup as Bailey et al. (2018) did for managing complex human-environmental systems (specifically, fisheries)


For example, a campaign may be considering how to best implement three persuasive campaigns, three GOTV strategies, and the location of stump speeches. If the campaign models the system adequately (including voter heterogeneity, interactions between voters, the information structure, geographical location of each voter, etc.), the optimiser engine can tell the campaign which voters to target with what strategy.6
Naturally, as with any model, there are a number of pitfalls when using this technique. If the modellers misrepresent any aspect of the system such as the voters, the social connections, or the information structure, it may lead to the construction of misguided interventions. Aside from adequately capturing the system, the modeller is also faced with the same data challenges as analytic campaigns. If data is corrupted or mislabelled, it can have equally disastrous effects on model predictions. Finally, the computer can find the optimal intervention packages for that system given those data settings. However, it is fundamentally limited by human imagination, as the modeller needs to program the possible interventions. If the modeller entirely fails to consider GOTV strategies, the computer will not suggest including them. Rather, it will consider the interventions given to it by the modeller, consider the behavioural state that it is given, and run simulations with any and all intervention combinations that will most likely result in that outcome.
Computational approaches to complex social systems with high heterogeneity that can interact with each other offer a substantial help to any campaign manager. This is due to the fact that the combinations and complexity of all possible intervention strategies are far too many for any person to reasonable consider or evaluate and too complex to conduct analytically. Using a computer to offload some of these tasks and to guide decision-making is incredibly useful, as it can find possible ways that no human may have considered. But we must never forget that any model is imbued with the hand of the creator: that is, it can only function within the remits given by the modeller. If she has failed to grasp the system, forgotten crucial elements, fed it bad data, or neglected possible interventions, the solutions found by the computer is necessarily going to be poor.
11.5 Chapter Summary
Traditional micro-targeted campaign strategies rely on analytic models. Using digital traces, demographic information, spatial placement, and other salient metrics, the campaigns can segment the electorate into distinct and separate voter groups. The metrics may include political preferences for different policies or issues, whether or not voters live in a competitive district, their likelihood of voting, psychometrics (such as personality traits of moral foundations), and any other feature the campaign deems to be useful and appropriate to describe and predict that electorate. Having identified any number of voter segments, the campaign can then A/B-test persuasion and influence messaging to optimise the way in which they approach each category of voters. If media reports are accurate (see introduction), companies such as Cambridge Analytica used these techniques (described in Chaps. 6, 7, and 8).
While analytic model techniques unquestionably offer political campaigns strategic and tactical advantages, they are severely limited in scope when faced with complex social systems. Fundamentally, the underlying principle of segmentation separates voters into categories where they do not interact. Yet, complex systems are defined by interactivity, which may cause information to travel through social nets in non-linear ways and where behaviour may be dependent on the actions of other agents in the social network. For these reasons, analytic campaigns are fundamentally unable to predict the broader social and informational consequences of releasing campaign ads to specified individuals who they think of as isolated.
Due to the rise of social media and other bottom-up platforms, deliberative democracies are becoming increasingly complex. Consequently, campaigns have to evolve their modelling techniques to capture these traits. This is needed to capture the strategic advantages of understanding the information structure more fundamentally. Due to this, campaigns are likely to switch from analytic to dynamic micro-targeting models at some point. Rather than just segmenting voters (as in the analytic models), dynamic micro-targeted models place the voters in the model and use data to parameterise the voters and their interaction with other actors. The addition of interaction between voters, the interaction between voters and politicians, and the structure of the information system entails that ‘voter relevance’ changes to also include aspects such as social placement.
Dynamic models give campaigns significant advantages. First, they can model and simulate how information is likely to spread through a social system. As such, given a good and realistic model of the system and the electorate, campaigns can use the informational structure itself to plant and disseminate campaign messages. Second, they allow for seamless integration of heterogeneity. Rather than laboured segmentation, parameters for voters and social or information structures can be set using a distribution, such as a normal (Gaussian) distribution. This naturally allows campaigns to represent heterogeneity in the population. Additionally, if parameters are correlated (e.g. trust in government may be negatively correlated with the likelihood of voting), the modeller can introduce this relationship when setting up the model. In this way, when the model generates, the agents can be as heterogeneous as the data suggests, be informed by structural relationships, and while inhabiting the same model. Third, adversarial elements define elections. These elements undermine or challenge the efforts a campaign—for example, competing campaigns, pundits, news, and external lobby groups. As shown in Fig. 11.1, these elements can be integrated within the model such that they adapt to the actions of the interventions (e.g. by disseminating competing information). Finally, as shown in Sect. 11.4, campaigns can use dynamic models to optimise packages of interventions. This enables adaptive strategies, optimised interventions, and responsive campaign management.
The advantages of switching to dynamic models are significant and they may incorporate several aspects which cannot be captured in an analytic model that merely optimises message development for isolated bins of voters. However, dynamic models also require additional model sophistication compared with analytic models, which increases the risk of misrepresentation. When models become increasingly sophisticated and elements link with each other, the developer has to make an increasing amount of model choices, set additional parameters, and code additional functions (for the agents, the environment, and the links between entities).7 This requires modelling and data expertise that go beyond simple analytic micro-targeted segmentation. Despite these challenges, if a campaign has sufficient funds and access to relevant data pertaining to system elements, they can generate realistic model representations that are supremely useful for managing complex social systems and information flow (Bailey et al., 2018). Naturally, this is the case for constructive campaigns as well as for negative campaigning, as considered in Chap. 9: dynamic models can increase capacity for disseminating bad information in ways that target the most vulnerable aspects of the information system.
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Footnotes
1Recall A/B-testing is when campaigns test different versions of the same message for representative samples of the target audience before launching it publicly. When they know which message type is most effective, they can use it on the target audience in general. This helps refine, rest, and optimise persuasion and influence efforts.

 

2As with analytic micro-targeted campaigns, voter models can be as complicated as desired/possible. If it can be expressed computationally, it can be integrated within the dynamic model.

 

3Not to mention the introduction of the increasingly sensationalist 24-hour news cycles.

 

4For example, during the Boston Marathon bombing of 2013, users on Twitter identified a wrong suspect and shared his image despite the fact that the FBI stated the person was not a suspect.

 

5Related ABMs have looked at belief diffusion (Duggins, 2016), belief cascading (Pilditch, 2017), or network pruning (Ngampruetikorn & Stephens, 2015).

 

6Voter interaction also means that segmentation is no longer isolated bins, but parameters that may vary between voters.

 

7For good descriptions of building dynamic and complex models, see Miller and Page (2007).
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In Ancient Greece, Aristotle accurately described rhetoric as the art of 
              persuasion
              
            . It naturally encompasses a multitude of factors due to the recipient being human, all too human. While facts and reasonable arguments matter, persuasion is also concerned with emotions, the credibility of the speaker, the rhetorical situation that constrains or enables the speaker, and with adversarial speakers arguing or pleading for other ways to see the world. For any speaker, the challenge is to find the right message for the right audience at the right time. The Greeks called this kairos, but it is as relevant in modern deliberative democracies as it was in the Athenian polis. How, then, does a speaker find and achieve kairos?
Idealistically, we might want to assume politicians merely put forward their ideas and explain to us how they see the world and where they wish to direct society (and preferably, by which means). In this view, ideas are weighted against each other, citizens can evaluate competing proposals, and in the marketplace of ideas the best ideas rise to the top. If this were the case, speakers should just have one message: their solution or idea for that question, which they may then communicate without deviation to all citizens for evaluation. In this fantastical universe, the audience does not matter, as the citizens presumably evaluate the content of the idea regardless of rhetorical flourish, emotional pleas, or specifically pertinent references (Fig. 12.1). In this way, the classical notion of the marketplace of ideas is a stochastic campaign: the candidates address whosoever is in front of them—the same idea in the same way.[image: ../images/453636_1_En_12_Chapter/453636_1_En_12_Fig1_HTML.png]
Fig. 12.1Stochastic campaign


However, more broadly, politics and persuasion clearly do not function along these lines. People are not a monolithic entity: they have different perceptions of the world; they are more or less trusting of others; they have different life experiences and values. Already in Ancient Greece, rhetoricians noted that some messages function better with parts of the electorate than others—hence, the adage: it is easy to praise Athens to an Athenian.
As a result of this, they relate to evidence, speakers, and persuasive appeals in line with their subjective understanding of the world. That is, the same message may work with one part of the electorate, but not another. This insight has led to a great exploration of persuasion and influence: why and how do people update their beliefs and behave in specific ways (e.g. voting). Persuasion touches on many aspects of human life and consequently relates to a variety of academic disciplines including rhetoric, cognitive and social psychology, behavioural economics, and sociology. These explore aspects of reasoning, memory, attention, social structure, and decision-making. In recent years, the field has moved towards data-driven, psychologically motivated micro-targeting campaigns (Fig. 12.2).[image: ../images/453636_1_En_12_Chapter/453636_1_En_12_Fig2_HTML.png]
Fig. 12.2Analytic micro-targeted segmentation


Analytic micro-targeted campaigns use data to segment the electorate into separate and isolated categories according to their beliefs, psychological profile, election impact, policy preferences, and likelihood of voting. Having segmented the electorate into these categories, campaigns can then develop messages to reach voters in each of the segments. The idea behind this is to develop the most persuasive and influential messages that speak to the personal beliefs or experiences of the most valuable and relevant parts of the electorate (typically, swing voters in swing states in the case of presidential elections in the USA).
Segmentation along these lines is only useful if the campaign understands the electorate well. If their voter models rely on flawed assumptions, the segmentation is necessarily going to be trash, as the model will only divide people along the lines of the modeller. Within each model, the hand and assumptions of the creator is always going to be present. Additionally, the quality of the data determines the usefulness of segmentation models. If the data is corrupt (e.g. poorly recorded, mislabelled, from skewed sample sets), model predictions and subsequent segmentation is going to be poor. Thus, data-driven campaigns such as these must go to great lengths to assure the quality of the data, to test and re-test their model assumptions, and to build an increasingly appropriate and adequately informed voter model.1
Analytic segmentation is a somewhat sophisticated approach. It may assist the campaign in message development and micro-targeted strategies. However, at the heart of segmentation lies division. Segmentation models have to keep the categories of voters separate and isolated in order to optimise messages for that slice. While this may produce suitable persuasion and influence messaging for that voter in isolation, the analytic campaigns fail to capture the interactive and social nature of elections and modern information systems.
As citizens increasingly contribute to the political discourse via social media platforms, segmentation models become increasingly unviable, due to governing how information is disseminated being paramount in a bottom-up information system. Additionally, segmentation models are built to test and optimise the campaigns own messages—they are not designed to predict or guess the strategies of competing campaigns, the influence of news media, or the presence of external groups. That is, analytic campaigns conceptualise information as a mono-directional feature where they send information to a given citizen. As the information systems become increasingly bottom-up, this assumption is decreasingly valid.
To capture these aspects, campaigns may turn from analytic
              
             to 
              dynamic models
              
            . Rather than segmenting the electorate into isolated slices, dynamic models places the voters within a social system where they can engage with each other, where other entities can approach them, and where systemic properties such as information system structure and geographical location are described (e.g. the campaign may wish to include search engine algorithms in their description of the information structure, as these guide the type of information that becomes available to voters). In theory, dynamic models represent a more realistic and holistic picture of the electorate and their social situation (Fig. 12.3).[image: ../images/453636_1_En_12_Chapter/453636_1_En_12_Fig3_HTML.png]
Fig. 12.3Dynamic micro-targeted parameterisation


The aim of dynamic models is the same as that of analytic models: approach the most relevant citizens with messages that persuade the most valuable parts of the electorate and that motivate supporters to turn out on Election Day. However, the ‘relevance’ of each voter and how to test and design interventions substantially differ from analytic to dynamic models.
In analytic models, campaigns contact voters they can persuade or get to turn up for the election. Crucially, though, the analysis of each voter depends on whether or not that voter is relevant. In dynamic models, campaigns may contact voters who are already persuaded and ready to vote for the campaign if it believes that the voter has access to voters through their social network that would otherwise be difficult to reach. While analytic models focus entirely on the relevance, beliefs, and psychology of the individual, dynamic models have to model and represent the same cognitive functions at the individual level, but also incorporate the social level.2 Due to the interaction between voters, dynamic models use data to parameterise the electorate rather than segment it. In other words, alongside increasingly sophisticated models of individual voters using cognitive psychological models, accurate models of social links, political adversaries, and information structures are needed to optimise how the campaign messages are received and disseminated. As a system becomes increasingly complex (interactions shape the emergent individual and aggregate behaviours), analytic models become increasingly risky, as they cannot capture the dynamics that may lead to significant phase shifts. If a campaign segments voters analytically (as isolated entities), they may optimise persuasive and influence efforts for that person in isolation, but be completely suckered by how that person engages with their social network, which may cause isolated (and thus myopic) campaign efforts to backfire. With increasing complexity, analytic models are increasingly risky.
12.1 Modelling a Voter in a Complex Social System
The challenge for dynamic models is to model the voter, the information system, and the social connections in a psychologically realistic way and to parameterise the main variables and components correctly using personalised data. This section presents a brief overview of the components that we have considered throughout the book.
Subjective beliefs Campaigns can build models of voters’ beliefs to predict their relative placement on the political spectrum. As discussed in Chaps. 4 and 5, Bayesian models may capture people’s beliefs at the level of specific beliefs, at the level of belief networks, at the level of perceived credibility, and at the level of source network perception. Given subjective priors, dependencies, and networks, these belief structures can be heterogeneous across the population, yet modelled along the same mathematical principles. Knowing the degree of support for individual positions, the voter’s political preferences, their perception of the credibility of the candidates, or how they connect beliefs and ideas are powerful descriptors of individual voters. They inform the campaign of the most persuadable and relevant voters as well as the main issues that concern those voters. The challenge for campaigns, then, is to acquire data that informs these belief structures.
Psychometric
                
               traits For sure, voters differ along subjective beliefs. Alongside this, people may also differ in psychometric traits such as risk aversion, personality traits, moral foundations, and similar psychological measurements of individual traits. Explicit traits can be measured and operationalised for strategic purposes. For analytic segmentation models, psychometrics may assist in dividing the electorate into increasingly specific categories, which may in turn assist in message development through A/B-testing. While models of beliefs and belief structures inform campaigns what to talk about, psychometric traits help the campaign figure out how to talk about a specific issue for a given voter.3
Expected election impact Beliefs and psychometrics may inform content and elocution. However, some voters are less impactful than others. If a voter does not turn up for the election, persuasion is immaterial and wasted effort. Thus, campaigns collect data to predict the expected impact of voters on the election. This includes the likelihood of them turning out to vote, but also whether or not they live in a contested area. As discussed in Chap. 6, in first-past-the-post democracies some voters live in areas that are foregone conclusions. Voters who live in uncontested areas or who are very unlikely to vote are less relevant for campaigns, as their efforts are either in vain if the person does not turn up or represent a seriously diminished return on campaign effort if the person lives in an area that is already won or lost. In first-past-the-post elections, the popular vote is not the path to victory. The expected impact of voters—and consequently their relevance to persuasion and GOTV efforts—depends on the likelihood of voting and geographical placement.
Social network Beliefs, psychometrics, and election impact apply to individual voters in isolation from other citizens. These metrics are used in analytic micro-target campaigns to segment the electorate and optimise message development. However, as discussed in Chaps. 10 and 11, this is insufficient. As information systems increasingly are characterised by bottom-up interactions between voters, analytic models are unable to capture and manage how beliefs spread through networks. Additionally, some voters may provide access to networks and act as powerful social conduits. People emulate idols and friends. In dynamic systems, modelling the social weight of the individual redefines voter relevance from pure individual relevance (persuadable voters who can impact the election) to individual and social relevance (which includes voters who can influence voters in their network who are individually relevant). This changes analytic and isolated models to dynamic and interactive models. In this way, data becomes a tool for parameterisation rather than segmentation and includes elements such as election rules, the information system, competing campaigns, etc.
As mentioned throughout the book, models are only as good as the assumptions they are built on, the quality of their construction, and the data that informs and tests them. However, if the model represents the electorate, the election system, and the information system adequately and realistically, it can provide significant strategic advantages compared with intuitions or reliance on past elections, strategies, and interventions. In particular, models can be used to identify the most relevant voters in an electorate (typically, swing voters living in competitive areas who can be persuaded to vote for the preferred candidate or issue or, in dynamic models, people who are able to influence their social network) and to construct models of specific segments of voters to optimise persuasion and influence messages for that specific group of voters. In addition, models can inform campaigns what data to collect and from whom. Thus, while models do not guarantee electoral success, they (and data) are critical tools in campaign management.
12.2 Access to Data and Experts
It is possible to build models that describe and predict the beliefs and behaviours of individual people and collective bodies of citizens. Some models may be spuriously and erroneously constructed, for sure, but cognitive and social psychological models are becoming more and more accurate with time. Consequently, when a campaign has access to relevant experts4 and reliable data, they gain a significant advantage over competing campaigns that do not have the same access.
Access to data, relevant expertise, and message testing/optimisation can be extraordinarily costly—especially in large democratic countries with many millions of voters. While having the most funds does not necessarily guarantee electoral success, it is a critical tool in running effective campaigns. Laws and regulations on campaign spending differ from country to country. Here, we consider two cases: the USA, where campaign spending is unlimited and the UK, where stricter regulations are in place.
In 2010, the Supreme Court in the USA ruled on the so-called Citizens United case. The case considered governmentally imposed limits on political campaign spending by organisations such as non-profit NGOs, for-profit companies, lobby groups, labour unions, and other such associations. While limits to spending were in place prior to this case, Citizens United decreed that any limitations on campaign spending for political purposes were a violation of free speech (which is protected under the American constitution). Effectively, this meant that companies, private donors, and lobby groups are able to spend unlimited money on political campaigns and messages (Cillizza, 2014).
Since this ruling, the amount of money in politics increased sharply (Mayer, 2016). For example, as mentioned in Chap. 6, Trump and Clinton reportedly spent $2.4 billion on their campaigns. As a consequence of the increased importance of money in politics, the amount of capital that a candidate raises is increasingly becoming a barometer which candidates are measured against and considered as serious people. This is exemplified in the 2018 mid-term election where Democratic challenger, Beto O’Rourke, raised more money than the incumbent, Ted Cruz (R), in 2018. This was mentioned in various media outlets and subsequent to Cruz’ victory discussed as a factor in considering O’Rourke as a credible candidate for the 2020 presidential election. Thus, given the importance of money in American elections, the ability to raise money is sometimes seen as a proxy for the goodness or relevance of a particular candidate.
How the money is raised money also impacts the perception of the candidate—for example, O’Rourke and Bernie Sanders (I) raised large sums via smaller pledges from segments of the wider population compared with candidates who raise large sums of money from individual billionaires. Bottom-up fund-raising may be seen as a populist or democratic alternative to courting wealthy individuals—for example, bottom-up donations may be used narratively to suggest the candidate is a person of the people.
In comparison, some countries have sought to limit fiscal and data asymmetry. For example, campaigns in the UK are only allowed to spend £30.000 for each constituency in which they compete. If a party competes for all 650 seats, they have a total campaign budget of £19.5 million (see FullFact, 2017)—a proverbial drop in the ocean. Thus, even if the campaigns desired to buy data from citizens, they would be significantly hampered by the fact that £19.5 million severely limits spending.
UK campaigns do not have funds to acquire relevant personal data to generate analytic, let alone dynamic micro-targeted campaigns. As a result of this, campaigns in the UK tend to use political messages that can be seen by as many people as possible, forcing them to generate broad and generic rather than narrow and personal persuasive efforts. In addition to limiting campaign spending, the Communications Act of 2003 banned political advertisements on television.5 Due to this, campaigning in the UK can seem quaint and old-fashioned, relying on pamphleteering, bus posters, newspaper ads, and billboards.
For example, in the 2015 General Election, the Conservative Party produced a poster, showing the Labour candidate for the premiership, Ed Miliband, in the pocket of (i.e. beholden to/owned by) the Scottish National Party (represented by their leader, Alex Salmond). Compared with highly produced, sleek and modern campaigns, the poster looks amateurish—as if made in Photoshop (see Fig. 12.4, see also Perraudin & Mason, 2015).[image: ../images/453636_1_En_12_Chapter/453636_1_En_12_Fig4_HTML.jpg]
Fig. 12.4Ed Miliband in the pocket of the SNP


Obviously, these somewhat quaint adverts are not generated due to lack of technical know-how or expertise (the UK has plenty technically savvy companies specialising in data-driven approaches to campaigns, e.g. BIT, Cambridge Analytica, and many more). Rather, given a severely limited budget, campaigns cannot spend funds on personalised data, but must rely on more old-fashioned, broader appeals.6
While it is not the topic of this book, it is worth considering a few problems that follow from an increased desire for campaign funding in deliberative democracies. First, the amount of money candidates have available directly influences their capacity to acquire relevant expertise and data to run sophisticated data-driven campaigns. Given monetary discrepancies, one campaign may be able to access resources that the other campaign cannot use. While money, expertise, and reliable personal and societal data do not ensure electoral success, it represents a powerful advantage. All things equal, the candidate with more financial backing is more likely to win. This skews political and intellectual competition.
Second, there is no such thing as a ‘free lunch’ or a donation with no strings attached. Whether consisting of small donations from the broad electorate or large donations from wealthy individuals, donations represent the degree a person believes the candidate will carry out particular policies. For members of the general public, presumably they only donate money to candidates that they believe will carry out a legislative agenda they support (and presumably will benefit their lives). If the candidate subsequently reneges on these policies, the people who have supported him may feel aggrieved, as donations represent a political pact between the candidate and the base. For wealthy individuals, the relationship is similar, yet qualitative different. The relationship between the general public and a candidate is one of consistency between campaign promises and policy suggestions and eventual legislative agenda. Comparatively, specific individuals can meet up and negotiate with a politician. That is, while the public can respond to the candidate’s policy suggestions, individuals can propose policy suggestions that are beneficial to that particular individual. This makes the process active rather than reactive.7 Additionally, candidates may suggest specific policies because they believe it will generate campaign donations rather than due to the goodness of that idea. This monetises political suggestions where popularity and flash instead of heft or relevance may take centre stage.
Third, money may distort political debate in different ways. Journalists may choose to discuss fund-raising potential rather than political ideas. This necessarily takes away time from discussing the content of actual policy and risks making reports concerning with money, personal popularity, and other issues that diminish political debate. Whether or not a candidate has access to money has little or no correlation with the strength of his ideas or policy suggestions, as money can be gained nefariously, in a nepotistic manner, or by appealing to low common denominators such as popular, yet unrealistic policies.
Overall, increasing politicians’ reliance on and need for money risks skewing campaign capacity, risks making candidates beholden to wealthy donors, risks making unrealistic but popular proposals more relevant, and risks diluting political debate. These issues are detrimental to political debate and to ensuring good intentions. If campaign funds were to become more important than workable solutions, it debases the intellectual foundation of deliberative democracies
                
              .
12.3 Challenges for Deliberative Democracies in the Twenty-First Century
In an ideal deliberative democracy, politicians, experts, and citizens engage in an open and honest discussion where people can put forth competing solutions for societal problems, different visions of the future, and suggest policies based on values that are carefully considered. In this Utopia, people carefully evaluate evidence for and against competing proposals, update their beliefs in the goodness of each proposal (this may be on the back of subjective principles of rationality such as Bayesian updating), and votes in accordance with their beliefs (disregarding aspects such as speaker charisma).
In this system, debate should clearly elucidate the likely consequences of the policies, the underpinning moral and ethical values, and other crucial aspects that influence whether a political proposal is tenable, appropriate, and moral. Under this assumption, ideas that enjoy most support from the evidence and that chime with the values of the electorate should float to the top of the pile. This is the so-called marketplace of ideas hypothesis. Candidates who propose the best ideas should be elected, and the society can move forward in a desired and carefully considered way.
However, this version of deliberative democracies will never be. Politicians and pundits may have vested interests that diminish their incentive to present their ideas in full—less attractive consequences may not be mentioned (a lie of omission), data picking may distort the prospect of suggested or competing ideas, data may be presented as reliable and certain while ignoring sampling biases or strong uncertainty, and political operatives may fabricate bogus evidence to find support for their claims.8 If power and influence, rather than veracity and debate, is the goal, we unsurprisingly find trickery, deception, and misinformation on the political scene.
Closer to the topic of this book, increasingly sophisticated data-driven models of voters may depreciate political discourse. Persuasion and influences techniques move political discourse away from the realm of ideas and content and closer to the realm of marketing and suggestions. Notably, this has always taken place, but with the advent of increasingly accurate cognitive models of subjective reasoning and source credibility, the proliferation and accessibility of personal and societal data, and the funds to test and optimise messages designed to find persuasive pressure points for sub-groups of the population, the difference between persuasive and manipulative messaging becomes blurred. In addition, the fact data is very expensive means that politicians, unconstrained by spending limited, are incentivised to curry favours with wealthy donors or members of the public through popular policies regardless of their effectiveness. More insidiously, it may cause some politicians in first-past-the-post systems to skew their political suggestions towards the most relevant voters—for example, currying favour with Iowans and Floridians while neglecting Californians or Texans.
Aside from the introduction of money to acquire data and expertise as well as the possible bad intentions from people who can be identified, named, and potentially shamed (although for some individual cases, shame or being shown to be wrong seems like water off a duck’s back), the change from pure top-down to mixed top-down/bottom-up mass media poses fundamental democratic challenges we need to address as a deliberative society.
The fact that information distribution has become increasingly disparate with the rise of social media brings significant challenges for managing the reliability of sources and accuracy of information. Regarding the reliability of various sources, it is challenging, as it is possible to generate trick user accounts: an entity (e.g. a country, a political campaign) may generate several accounts that generically support an idea or a candidate, which suggests the existence of social cohesion where there might be none,9 a person may generate a profile that looks like a celebrity or influencer even if that person has nothing to do with the profile, and so forth.10 Generating a profile also permits the invention of credentials that the person behind the account might not possess. As a consequence, it may be difficult to distinguish real from portrayed or fabricated expertise online. This poses a challenge for people when they wish to find credible sources for a particular question (political, health-wise, etc.).
Aside from making credibility more opaque and increasing the potential for fabricated credentials, the proliferation of bottom-up communicators also poses a challenge for the disseminated information. As there is little or no editorial oversight on public profiles, people can communicate anything they desire. This is especially true when editorial oversight and regulatory frameworks are lax.11 Due to the lack of accountability for fabricated profiles, social media heavily relies on the goodwill (or, in rhetorical terms, the eunoia) or their users, as they are meant to adhere to common communicative assumptions of not lying, not misrepresenting themselves, etc. Such an assumption seems spurious at best; naïve and erroneous at worst.
As discussed throughout this book, data-driven and cognitively sophisticated models of the electorate can be used strategically to inform and optimise campaigns to persuade and influence the electorate. These models can be generated by anyone who has an interest in public opinion including politicians, lobbyists, foreign powers, NGOs, and other entities. In extension, the models can also be used critically to test the fragility of deliberative democracies, information systems (such as social media), and how people can manipulate with the general population in a scientific manner. The latter may aim to inform the electorate, prevent the spread of misinformation, and find ways to protect the electorate from abuse. For both of uses of data-driven models, strategic and critical, it is crucial to generate realistic representation of the system components.
For example, we might want to model members of the electorate who do not wish to have their worldview challenged, but who instead are strongly confirmatory in their search for information. Implementing such an electorate within a marketplace of competing information structures (e.g. competing search engines) can test the epistemic impact of commercial influences on news media, as these may respond to commercial pressures that cause them to expose users to information they believe the user will like regardless of the veracity of that information. A system of competing commercial interests for search engines coupled with a confirmatory electorate can then be used to implement influencers who spread misinformation, create division, decrease trust in institutions, and so forth to test the informational vulnerability of an electorate given these competing commercial pressures to adhere to free market desires rather than to veracity. As discussed in Chaps. 10 and 11, dynamic models with heterogeneous agents (within and between classes) that adapt and learn over time can capture these complex dynamics. To understand how societal phenomena concerning information diffusion occurs and plays out at a deeper than descriptive level, we have to be able to model and test our assumptions.
If we want to test the impact of bottom-up information sharing on political campaigning and the beliefs of the population, models can represent and show how our media habits form and are maintained. As an example, studies suggest that the USA is seeing increased polarisation of beliefs (Dimock, Doherty, Kiley, & Oates, 2014) and less trust in government—in a recent Pew survey only 18% of respondents report trust in government (see Fig. 12.5). This is a critical societal development, as we know perceived trust impacts a string of relevant political features such as adherence with legislation, civic engagement, belief revision, and engagement with the body politic. Additionally, if people believe information from the government (or other traditional institutions meant to convey relevant information such as news media or universities) cannot be trusted, they may be more likely to seek out information from alternative sources.[image: ../images/453636_1_En_12_Chapter/453636_1_En_12_Fig5_HTML.png]
Fig. 12.5Trust in government in the USA (1958–2017). (Source and figure: Pew Research Center, 2017 report)


Aside from seemingly losing trust in their government, Americans have also lost trust in traditional press outlets. Trust in the press fell from 54% in 2003 to 32% in 2016 (while a rebound in Democrats’ faith in the press increased the average to 41% in 2017). This is particularly present amongst conservatives where 94% say that their belief in the press has declined in the past decade (see Gallup report cited in Ingram, 2018; see also Friedman, 2018). In line with these findings, social media increasingly are becoming a path to news (according to another Pew report, in 2018 68% of Americans get some of their news through social media, Matsa & Shearer, 2018).
Alongside the general decrease in perceived trust in government and traditional news media, these findings suggest that people seem to be moving away from information from top-down institutions (the press, the government, or universities), and towards bottom-up social media to replace these news channels. This shift in use correlates with increased reported polarisation. To test whether these observations are causally related or merely correlated with each other, we need to test the cognitive foundations and the structural systems citizens inhabit, or we risk losing common informational ground upon which deliberative democracies are built.
While de-centralising information may appear on the surface to increase democratic participation (as everyone can potentially be heard), it would be exceptionally naïve to believe such structures would not be used antagonistically. The diffusion of information supply to include potentially bogus profiles that may or may not fabricate evidence has potentially dire effects for consensus-making, joint understandings of the world, and editorialised information dissemination. If people self-select sources, it may make fact-checking less efficient, as they may tune out of perceived elites and instead seek out non-conformist sources. This increases the risk of people seeking out seemingly trustworthy people who turn out to profit from poor information (e.g. selling false medical products) or people who aim at dividing the population.
If it turns out people prune their social networks when they observe posts with which they strongly disagree, self-selection of connections may purify a social circle and generate echo chambers naturally (see e.g. Madsen et al., 2018). This may lead to a detrimental cycle where people seek out people who profess similar opinions, which may increase their confidence in those beliefs and make it harder to engage with them on that topic at a later date. Whether social network maintenance and belief revision happens in this way is open to debate and testing.
More insidiously, sophisticated data-driven, psychologically motivated efforts to shape people’s beliefs and attitudes are not limited to political campaigns (who are under public scrutiny). Anyone with means, expertise, and access to relevant data can build models to optimise their information campaigns. For example, efforts to divide citizens in deliberative democracies can be conducted more effectively given insights into the psychology of the population. For example, older people have been shown to disseminate ‘Fake News’ more than younger people (Guess, Nagler, & Tucker, 2019). As such, it may be effective to target older people with misinformation and hope they will share fabricated and divisive information with peers and members of their social network. While the structure and flow of information is not the topic of this book, it is worth pointing out that increased polarisation can be used strategically by campaigns, people with negative intentions, and others—and that micro-targeting can optimise these attacks on unity, consensus, and mutual care.
12.4 Concluding Remarks
Human subjectivity is a rich tapestry of personal experiences, individual proclivities, contextual and social clues, habits, and many other factors. This has led some to argue that the notion of the ‘self’ is socially and contextually constructed—effectively arguing that the notion of a ‘true self’ is fallacious (Hood, 2012, see also Chater, 2018).12 Aside from being malleable and change with context and social interactions and situations (we may know from ourselves that we become a different type of person with colleagues compared with our closest friends), people differ enormously from one person to another. One is bellicose, another mild-mannered; one weeps at the sight of suffering, another remains indifferent. From the perspective of the glorious myriad and variability of humanity, it may seem folly to approximate how people think and act through formal models. Indeed, which mathematical model could ever capture the insight of poetry and deep human experience:     Trouble, with its memories of pain,
     drips in our hearts as we try to sleep,
     so, men against their will
     learn to practice moderation.
     (Aeschylus, Oresteia)


It is certainly true that models can probably never encompass the whole human experience—especially if the models are built over a period of a few months as part of a political campaign with limited funds and time to validate assumptions. However, they are not meant to be perfect representations of each individual and all their idiosyncrasies, quirks, and facets.
Instead, they are meant to approximate the electorate as well as possible so as to develop, test, and optimise the most effective ways of disseminating campaign efforts (persuasion and influence) to the most relevant parts of the electorate. If micro-target campaigns outperform intuition or random distribution in general, individual failures become increasingly irrelevant—that is, if the campaign manages to change the minds of 200 people, but lose 45 people in the process through misidentification or bad predictions, they have still effectively (or at least potentially) gained 155 votes through that effort. As models progressively represent the electorate in a more realistic way, intervention predictions should yield increasingly positive returns on interventions based on those models.
Progressively, cognitive psychology, social sciences, and political research are making strides into our understanding of key aspects of political campaigning. These disciplines describe and model critical aspects such as subjective rationality and belief revision, the impact of perceived credibility, and individual differences such as personal beliefs, individual psychometrics, and other salient features. While it is difficult to assess the impact of specific campaigns in the past such as Cambridge Analytica, these advances ultimately lead to a better understanding of the factors that cause people to vote, and represent how information diffuse via social networks. Collectively, this gives political campaigns crucial insight into the psychology of the individual voter and their socio-cultural context, which in turn can be used to develop, test, and optimise the persuasion and influence efforts—this is true for analytic and dynamic models.
Given gradually predictive and accurate models of beliefs and behaviour, data becomes an increasingly powerful tool to possess and wield. For analytic and dynamic models, data can be used to identify the most relevant voters to contact, either to change their minds about a candidate or an issue or to get them to turn up on Election Day. For analytic micro-target campaign models, data can be used to segment the electorate—for example, categorising the electorate along beliefs, possible election impact, likelihood of turning up, psychometrics, and any component that is thought to be representative and predictive of the electorate. For dynamic models, data can be used to parameterise models along the same factors as analytic models, but can also be used to parameterise social network factors, the possible contact between voters, and social behavioural components. For both types of models, data can be used to analyse persuasion and influence attempts to develop more effective ways to contact that subset of the electorate.
The proliferation of data and expansion of the amount of information about individual citizens, the use of data to parameterise election models, and the usefulness of data to segment the electorate for persuasion optimisation suggest data is becoming an increasing element in campaigning. This means that access to relevant data becomes a critical issue for campaigns that wish to use data for strategic purposes. If data access becomes asymmetrical between campaigns, it suggests an unfair advantage where one campaign may get more exposure, build more accurate models of the electorate and of individual citizens, and gain access to data that more accurately represents the relevance of voters.
Money does not necessarily determine election outcomes. For example, in the 2016 Republican primary election, Jeb Bush did not win the presidential nomination despite the fact that he, reportedly, had more funding than other candidates. No amount of money can make up for a poor choice of candidate. However, all things equal, it gives a significant advantage to the person with the biggest war chest. Candidate with higher campaign funding can have better models, buy more airtime on television, produce better ads, and so forth. This is, of course, well known in political circles. The fact that American elections are unconstrained in financial terms means that politicians spend more and more time fund-raising for future campaigns. If left unconstrained, the political scene is likely to focus on raising funds, which can skew incentives to pass legislation, which may hurt potential donors. As citizens in deliberative democracies, we have to consider the incentive structures that exist for our elected officials.
On a more general level, we have to consider the place, access to, and use of data, whether privately held by companies or publicly held by governments. At the heart of this data-driven, psychologically realistic micro-targeting models are just tools, which can be used for societally beneficial or nefarious reasons. They can be used competitively (campaigns who seek to optimise their chances of winning and want to improve their communication for specific elements of the population), and they can be used antagonistically (groups aiming to decrease societal trust, sow dissent, or who want to spread misinformation in a concerted and malicious manner). They can also be used beneficially (public health campaigns that seek to improve the lives and health of the population in a better and more inclusive way), and they can be used to manage information systems (people who wish to inoculate society against groups who use the information systems cruelly).
As with all mathematical and scientific tools, the technique itself is morally vacuous and non-descript. Only through use does it acquire a moral dimension. That is, making value judgements over micro-targeted campaigns in principle is meaningless, but is crucial and required for specific campaigns or uses in practice. We must never lose the distinction between these two aspects: principled capacity and practical application—otherwise, we risk ending up engaging in empty platitudes about data, psychology, and democracy with no context or content.
Being citizens in digital and modern democratic societies, we have to consciously engage with what kind of data we want to use, how we want politicians to engage with information about us in and between elections, and the kind of information structures we wish to permeate our society (publicly and privately). These are deep democratic questions that cannot be addressed using twentieth-century solutions given the proliferation of data and the introduction of bottom-up, strongly heterogeneous, and complex social structures.
There is a litany of possible routes we can take as a society concerning the use and abuse of data. For example, we may instruct our elected officials to safeguard the data the government possesses so that it can be used for campaigns deemed to be of public worth (e.g. public health campaigns), but cannot be used for campaign purposes. We may wish to ensure digital anonymity (e.g. the EU passed GDPR legislation for this purpose). We may decide to limit campaign spending (e.g. in the UK compared with the USA) and implement rules for data equality for political campaigns. We may rule that campaigns have to be transparent and disclose the type and extent of their data sets for public scrutiny and use.
The paths we decide to take are fundamentally political—as with any system, the best way to achieve an outcome depends on the type of society we want and the paths we are willing to take to get there. This is a matter for democratic and deep social discussion. While societal paths are up for debate, a few things are becoming increasingly clear. First, personal and collective data is here to stay and will most likely proliferate and increase in the years to come. It is no longer a question of whether we have access to data about people, but how we allow engagement with this data. Second, political campaigns will naturally seek out the most effective means of persuasion and influence. Given free reins for data collection and unconstrained funding opportunities, it would be naïve to assume they would not make use of this to seek accurate model predictions of individual voters. Third, persuasion and influence models are becoming increasingly sophisticated. Given additional access to data against which predictions and observations can be tested, models can be sharpened and improved over time.
These are deep issues that we need to consider and discuss in detail, if we are to understand the delineation of democratic rights, the placement of the citizen in modern deliberative democracies, and the use and potential abuse of psychological insight when candidates and other people run data-driven, psychologically informed micro-targeting campaigns.
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Footnotes
1Some elements may be more universal (e.g. the credibility of candidates will presumably be important in most, if not all elections) while other elements will be more context-dependent (e.g. religiosity may be important in elections in the USA, but entirely inconsequential in Danish elections). The job of the modeller is to ensure the model is appropriate for that election and that the data informs the key parameters well.

 

2Naturally, dynamic models would still pick out voters who are individually relevant, but will also be capable of picking out socially relevant voters.

 

3The classic rhetorical canon divides persuasion into five components: inventio (finding the right thing to say), dispositio (finding the most persuasive order of presentation), elocutio (finding the right way to express the content), memoria (memorising the message), and action (finding the most persuasive way to deliver the persuasive message). Data on beliefs and psychometrics directly inform all of these aspects except for memoria (which is no longer as relevant in the same way as in ancient times where people had to memorise hour-long speeches). Time and again, modern data-driven psychologically motivated models of persuasion support the intuitions of the Ancient rhetoricians.

 

4The construction of a psychologically accurate model of the electorate most likely requires inter-disciplinary work to fully represent the complexity of an election and an electorate. Thus, a modelling team may consist of experts with backgrounds in areas such as computer science, statistics and/or mathematics, cognitive and social psychology, information systems, and political science.

 

5Parties can therefore only get televised exposure through political party broadcasts (e.g. national meetings, debates in the House of Commons) and via airtime on political debate shows (e.g. Question Time, BBC News shows).

 

6In addition, the UK has a long and rich tradition for silly and satirical adverts in politics.

 

7While soft forms of corruption (e.g. nepotism, backroom deals) are awash in many democracies, the need for money offers an additional incentive for courting wealthy citizens. Presumably, if the donor gives more money, he or she can expect larger favours in return (e.g. policies that benefit specific industries, political positions for friends or relatives).

 

8Fact-checking politicians is commonplace (e.g. FactCheck.​org, FullFact.​org, Washington Post’s Pinocchio rating).

 

9In Cialdini’s (2007) terms, this is reminiscent of social proofs.

 

10The existence of ‘catfishing’ (where someone constructs a fictitious online identity to ensnare other people for monetary or romantic purposes) shows the possibility for poor correlation between actual and perceived sender.

 

11Compared with political statements, UK advertisement regulations are more stringent, as companies are not allowed to fabricate evidence for their product. For example, Coca Cola cannot be marketed as a health product as a high intake of sugary drinks is negatively correlated with health aspects such as obesity and diabetes. Political figures, on the other hand, can generate bases for arguments with little or no empirical justification (e.g. when people claimed, despite repeated fact-checking to the contrary, that the UK could afford to spend 350 million pounds/week on the NHS if it left the EU).

 

12Presumably, the fact that we do not fluctuate wildly as people is bound by memory, habits, and being in similar contexts.

 


Appendix: Key Figures and Concepts in Rhetoric
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